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Abstract 

Now a days ERP implementation is on a verge of progress. 

With ERP many organizational decisions can be taken with 

less time and cost. ERP implementation is tedious task and it 

involves various hurdles and those hurdles are known as 

challenges and when the challenges with the utmost priority 

are targeted then the ERP implementation can be done 

successfully. 

The challenges are termed as the critical success factors 

(CSF).These is the managerial activities which a business 

needs to perform in order to achieve success in business. To 

identify CSFs a business needs to conduct a detailed study in 

its business processes. In organization it is very important to 

get the employees involved from all the different divisions of 

the organisation as they are the one who knows critical 

problem accurately. 

The research paper focuses to quantify the significant 

challenges which are reoccurring in the organisation while 

implementing The challenges are identified from several 

research papers indexed in IEEE, ACM, Springer etc. 
Clustering based technique is proposed which extracts major 

failure factors amongst several by forward feature selection 

and experts’ knowledge. It reduces time, efforts and resources. 

Outcomes of cluster quality is used as decision support for 

attacking on the topmost failure factors of ERP 

implementation and clustering on complete data set for 

effective decision support. The data set used is related to top 

12 research papers focusing on barriers of ERP 

implementation. 
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Introduction 

Successful implementation of ERP will help the organization 

to achieve its goals and objectives with less time and cost. It 

helps in better analysis and planning capabilities which means 

when the inputs are provided to ERP software, it gives output 

which is useful for managers to take managerial decisions 

which will help organizational growth. With ERP, suppliers 

and customers can communicate online and discuss quotations 

and can receive feedback from customers also if there is an 
upgrade in technology then ERP can easily adapt to those 

changes. 

ERP offers integration of modules by combining all the 

modules or departments as the departments are separate, so 

ERP offers IT based solution in form of merging, making it 

efficient and simple, and bringing it under control. 

But most of the organization today is not so prone to install 

ERP software in their organization because it includes various 

pitfalls. It is very necessary to focus on the challenges so that 

ERP implementation can be done accurately as when the 

priority challenges are targeted which will lead to successful 

implementation of ERP. and if companies install ERP their all 

the data will be stored in a single repository which will help 

all other departments to access the data without any hurdles. 

To get topmost barriers to have successful ERP 

implementation, a clustering based approach is proposed in 

which cluster accuracy is used as an indicator to select the set 

of features. K-means and hierarchical algorithm are selected 

toconfirm optimal factors. The selection criteria are entropy, 

purity and Sum of Mean Square Error (SMSE). 

Considering critical failure points, top 30 research papers are 

analyzed out with respect to challenges they are focusing [1] 

We have designed a questionnaire which contains 44 

questions representing challenges in the research paper and a 

measure is allocated for each of the question 

So Question weight is calculated according to the challenges 
focused in the research paper. Each research paper is 

evaluated based on challenges and distance matrix is formed. 

Research paper represents rows and challenges represents a 

column.Hierarchical and K-means algorithms are applied for 

different combination of challenges known as features by 

considering expert’s advice and forward feature selection 

method [7, 12]. The selection criteria are based upon 

minimum entropy, maximum purity, minimum SMSE is 

selected. Finally 15 challenges were selected from 44. 

 

 

Background 

The authors focus on the various problems and barriers that 

occur while implementing ERP (Enterprise Research 

Planning). In the survey 200 literature papers were taken into 

consideration and 51 papers were studied in depth to have 

proper knowledge of the barriers. 

The methodology that is being used to find out challenges in 

ERP implantation is APH (Analytical Hierarchy Process), 

through this they have found weights and consistency to have 

consistency ration (C.R) 

 

Various challenges that are found are as follows: 

● huge amount of funds are required 

● strategic goals are not communicated properly 

● planning is not done properly 

● lack of good vendor 

● implementation team is not selected properly 

● adequate training is not given to employees 

● failure in technical support 
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● effective approach 

● upcoming challenges not taken into consideration 

● Management support is not there. 
 

Hence it is concluded that if a company focuses on the major 

challenges then the other small challenges would also be 

fixed, and ERP implementation can be done successfully. And 

company can earn profit with ERP outputs. [20] 

In this paper interview and field work was taken on issues and 

challenges of ERP implementation on SME’s (Small Medium 

Enterprises). Under this both personal interview and 

observation methods are used. 

From the paper it is found that re-engineering, top 

management support, funds requirement, improper training to 

employees, time of implementation are the critical issues that 

occur while implementing ERP. An interview was conducted 

and that was for about 2 hours and results were found that 

while implementing new phase in organisation it is difficult to 
transfer data from old system. 

 

And to overcome these issues 3 strategies were implemented: 

● pre-implementation 

● implementation 

● post-implementation 

 
It is concluded that employees on interview recalled their past 

experience and it six challenges were found and for that 3 

strategies were found which would help to implement ERP 

successfully. [21] 

The authors discuss about the use of SAP/ERP/CRM/LMS 

(System Application program/Enterprise Resource 

Planning/Customer Relation Management/Learning 

Management System) utilities for large and small business 

and their implementation issues. Further the paper is 

describing about the role of ERP-CRM in respect to the 

traditional business for overcoming of the existing challenges. 

Implementing ERP and CRM in an organization is one of the 

challenging tasks and for that one need expert people, and 

resources, and for this a well-trained expert is required to 

work in this domain. While implementing ERP they face 

many challenges they are as follow. 

1. Non availability of resources 

2. Resistant staff 

3. ERP expertise are not much/ less business knowledge 

4. Limited project resources 

5. Limitation over costing 

6. Less support from the executives 
7. Difficult to change 

8. Difficult to find experts in the same domain 

 

Hence the paper has looked upon all the challenges and also 

how to overcome them for the implementation of ERP and 

CRM in traditional business environment. It shows these types 

of software are so important for any organization because 

CRM is used widely for automation and computerization 

which is far better than the manual work. So in the last it has 

concluded that as ERP system is new no one is prone to this 

new system so for the benefit of the organization one should 

look upon how to reduce the existing challenges and for that 

efficient experts should be given to the employees of the 

organization and training should be given for the same. [22] 

Generally collected data contains irrelevant or redundant 

attributes. Classification and clustering do not give accurate 

result if there are interdependent attributes. Correct feature 

selection is a fundamental data pre-processing step in data 

mining. Feature Mine algorithm contains sequence mining 

and classification algorithms which efficiently handles very 

large data sets with thousands of items and millions of 

records.[4] Edie Rasmussen states Cluster analysis is a 

technique which assigns items to groups based on a 

calculation of the degree of association between items and 
groups. Cluster analysis can be used for hierarchical 

algorithm. Nested data set is produced in which pairs of items 

or clusters are connected successively. However, the 

hierarchical methods are better information retrieval. The 

commonly used hierarchical methods, such as single link, 

complete link, group average link, and Ward's method, have 

high space and time requirements. In order to cluster the large 

data sets with high dimensionality there is need to have a 

better algorithm Examples are the minimal spanning tree 

algorithms for the single link method, the Voorhees algorithm 

for group average link, and the reciprocal nearest neighbour 

algorithm for Ward's method. Edie listed steps of clustering 

including Selecting of the attributes on which items are to be 

clustered, selecting appropriate clustering method, Creating 

the clusters or cluster hierarchies, interpreting clusters and 

validating the results etc.[5]They have focused on feature 

selection algorithms for classification(knowing class label ) 

and clustering (unsupervised feature selection) where data is 

unlabeled. Feature selection algorithms designed with 

different evaluation criteria broadly fall into three categories: 

the filter model, the wrapper model and the hybrid model. [6] 

 

 
Data Collection 

Data is collected from 30 research papers. Each Challenge has 

a measure associated with it K-means [5] plot was obtained 

for above matrix. Cost represents X-axis and time represents 

Y axis. Hierarchical algorithm [5] was applied on entire data 

and dendrogram was obtained. 

 

 

Selection of Optimal factors 

K-means and hierarchical algorithms are applied on domain 

specific enhanced factors by forward Feature selection. 

Approach. [7]. Graph A, B represents dendrogram produced 

by hierarchical algorithm using Euclidean distance for 

research papersGraph C, D represents k- means plot for 

research paperswith cost and time respectively. 

We can easily detect optimal factors from Table A, having 

minimum SMSE and entropy also with maximum purity. 

From 44 challenges 13 are selected. 
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Table A: Optimal challenges 

 

Number of 

challenges 

SMSE (sum mean 

square error) 

entropy purity 

5 37.5 0.53421 0.69874 

7 41.1 0.68761 0.54311 

15 10.1 0.15412 0.75132 

25 25.4 0.56731 0.52311 

31 >40 0.75431 0.21348 

 

 
Table B represents the selected challenges. 

 

Table B: 

 

1. Hardware 

2. Resistant staff / employees buy in 

3. Integration 

4. Lack of software acquisition processed complexities 

5. lack of good vendor 

6. adequate training is not given 

7. time consuming 

8. allocation of resources 

9. strategic planning 

10. Huge amount of funds are required 

11. Data collection 

12. Organizational Culture 

13. Proper approach is not done toward implementation 

 

 
 

Graph A:Dendrogram for 12 research papers 
 

 
 

GraphB: Dendrogram for 20 research papers 

 

 
 

Graph C: Kmeans plot 12 X10  
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Graph D:Kmeans for 20 X1 15:  

 

 

Conclusion: 

Successful ERP implementation is steep chased by challenges. 

The proposed approach quantifies the challenges according to 

the weightage given to them in research papers. It aims at 

attacking on few topmost challenges amongst large. Thus It 

reduces time and cost. Moreover, the research papers gets 

categorised according to the challenges that they focus. 
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