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Abstract- The thought that classifiers using machines 

could compose information is analogous to the human 

brain model. But, this could be possible with statistical and 

information theoretic models. The effect of classifier on two 

types of data generated models i.e. stochastic (probability 

based for ex: dice) and deterministic models i.e. the use of 

familiar sequences to generate information is presented in 

this paper. The classifier performance is studied with 

respect to varying signal to noise ratio values for different 

metrics. 
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Introduction 
Information is a combination of a finite number of discrete 

(expressible by a sequence of digits) and could represent 

music, a poem, a painting and so on. In coded form, a long 

string of digits can express each one of them distinctly. The 

only limitation is whether existing search algorithms are 

efficient to index such a large coded database. The advantage 

with coded information is it permits data manipulation and 

creation of new forms of the uncoded data without even the 

basic knowledge of music or poetry or painting. For eg: a 

painting can be coded into a matrix of minute cells on a base 

canvas and the code representing the precise color in each 

cell of the matrix. Thus, the coded information allows (i) 

scanning (ii) recreation (iii) generate new paintings with zero 

knowledge of painting. The same can be extended to 

symphony information which is hybrid data i.e. both 

continuous and discrete. However, as a discrete chain, the 

symphony is just a coded curve.  In this paper, classifiers that 

use a set of combinatorial rules and perform recreation and 

generation of source information from coded discrete chains 
are discussed. The work helps to obtain significant new 

knowledge in almost every field simply by exploring all 

combinations of a small number of basic elements. Thus, a 

mixture of predictable patterns and elements of surprise can 

be achieved in this process. 

 

Building Information Using Simple Integrated Modular 

Structures (SIMS) 

Information can be built using Simple Integrated Modular 

Structures (SIMS). Different base sets are constructed in such 

a way that any element of a set goes in conjunction with any 

element of the neighboring set when arranged sequentially. 

Example information constructed with four sets A, B, C and 

D for variable number of elements in each set is shown in 

Table 1. The size of each set could be non uniform.  In Table 

1, size (A) =3; size (B) =2; size(C) =3; size (D) =4. The 

number of distinct non-overlapping information that can be 

generated using this base sets are listed in table 2. For the 

sample size of S (A, B, C, D) = (3, 2, 3, 4) this is equal to 

seventy two i.e. 3x2x3x4. From Table 2, thus the information 

corresponding to A1B2C2D1 is “In particular, a constant 

flow of effective information adds explicit performance limits 

on the sophisticated hardware”. 

 

Table 1: Showing set A, B, C and D in SIMS 

 
 

Table 2: Information generated using SIMS of Table 1 

 
 

The above methodology of coding can be easily extended to 

include emotions in addition to content in the coded 

information (for ex: the Parsons code for information storage 

of melody).  

Objectives of This Work 
 Retrieving information coded in the form described 

in section 1 of this paper can perform picture/audio 

based recognition and assist medical care, 

surveillance, process automation etc. The patient 

centered medical home is a way of organizing 
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primary care that emphasizes care coordination and 

communication to transform primary care into "what 

patients want it to be." Medical homes can lead to 

higher quality and lower costs, and can improve 

patients‟ and providers‟ experience of care. 

 To facilitate archiving for extended case based 
analysis  

 To build modular algorithmic structures and provide 

ease of application extensibility 

 Information indexing, retrieval and generation 
 

 

Dimension Reduction for Classifier Design 
Dimension reduction is an important step in information 

processing and classifier design. Too many feature data 

formed in the pre-classifier stage can increase the system 

storage and render the search algorithm useless. In this paper, 

dimensional reduction algorithms using three methods are 
presented namely; 

I. Stepwise forward selection 

II. Stepwise backward elimination and 

III. Hybrid optimization method 

 

I. Stepwise Forward Selection 
In this method, the initial value of the dimension of the 

optimal feature set is chosen as null step by step, the essential 

features are added till a threshold is reached (dimension of 

the set is said to be converged). This is illustrated in the 

flowchart of Figure 1. 

The basic concept of dimensional data reduction for the 

initial feature set is illustrated in Figure 2. High dimensional 

data can typically have many irrelevant dimensions. The data 

increasingly become sparse as the dimensionality increases. 

In such situations, the distance measurement between pairs of 

point become meaningless as the average density of point 

anywhere in the data is low. Hence, there is a need to 
optimize the dimensionality of feature set. 

 
 

 

Figure 1: Flow chart for Stepwise Forward Selection 

 
 

Figure 2: Dimensional Data Reduction for the Initial Feature 

Set 

II. Backward Elimination 

This differs from the stepwise forward selection in that the 

initial value of the optimal feature set dimension is set equal 

to the total number of features and in every step, the 
redundant features are eliminated. Flow chart for Stepwise 

backward Selection is shown in Figure 3. 

 
Figure 3: Flow chart for Stepwise backward Selection 

 

 

III. Hybrid Optimization Method 
This method of dimensional data reduction is chosen in this 

work, and uses a combination of stepwise forward selection 

(step 1) and stepwise backward elimination (step 2) to form 
the optimal feature set. Flow chart for Hybrid Optimization 

Method is shown in Figure 4. 



International Journal of Applied Engineering Research ISSN 0973-4562 Volume 10, Number 16 (2015) pp 36786-36790 

© Research India Publications.  http://www.ripublication.com 

36788 

 
Figure 4: Flow chart for Hybrid Optimization Method 

 

Information Class Retrieval 
Two types of classifiers (k-NN and scalable SVM) are 

presented in this work along with their comparison metrics. 

The implementation details for two classifiers are discussed 

later in the paper. 

 

K-NN classifier  
 

INPUT 
Let „U‟  Unknown samples to be assigned different classes 

Let „T‟  Training set containing the training samples 

 

 

 

Let feature  be the class label of  
Let „m‟  number of training samples 

Let „n‟  number of features describing each sample 

Let „k‟  number of nearest neighbors to the determined. 

 

OUTPUT 
Class label corresponding to „U‟ 

 

K-NN Algorithm 
 

Step 1: Array a[m][2] 

„M‟ represents the rows containing data regarding „m‟ 

training samples. The first column represents the Euclidean 

distance between „U‟ and that row‟s training samples. The 

second column refers to the Sample. The second column 

refers to that training samples index. 

Note: the index needs to be saved, since when sorting the 

array (according to Euclidean distance), there need to be 

some method to determine to which training set the Euclidean 

distance refers. 

Step 2: 

 
Step 3:  

 
Step 4: 

   
In this step the index is saved, as rows will be sorted later. 

Step 5: 

 Sort the row of „a‟ by their Euclidean distances 

saved in  

  
 In this step sorting is done in ascending order 

Step 6: Array  

 

 The first column holds the distinct class labels of the 

k-nearest neighbours. The second column holds their 

respective counts. In the worst case, each k-nearest neighbour 

will have a different class label, hence there is a need to 

allocated space for k class label 

Step 7: 

  
Step 8: 

 If class label  already exists in array „b‟ 

then perform step 9. 

Step 9: 

 Find that class labels row in array „b‟ and increment 

its count 

Step 10: 
 else add the class label into the next available row of 

array „b‟ and increment its count;} 

Step 11: 

 Sort array „b‟ in descending order 

 This sorting is done from class label with largest 

count down to that with smallest count. 

Step 12: 

 Return  

 The most frequent class label of the k-nearest 
neighbors of „U‟ is returned as the class prediction 

Note: Euclidean distance is defined as  
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Where  and  
are two n-dimensional data objects 

Alternately, Manhattan distance defined as 

 (or) 

 

Minkowski distance 

       
can be used. 

 

Scalable SVM 
 

In this research work, to overcome the limitation of 

conventional SVM classifiers (i.e. large training time 

particularly when data samples are large), a scalable SVM is 

used. The features of scalable SVM include; 

(i) Using microclusters 
(ii) Training the SVM on the centroids of the 

microclusters 

(iii) Decluster entries near the boundary 

(iv) Step (ii) and (iii) is repeated for additional entries 

(v) Step (i) and (iv) is repeated till convergence 

Steps for finding K nearest neighbors 

Step 1: 

 For  to number of data classes do 

Step 2: 

 Find the distances of the object to all other 

objects 

Step 3: 

 Sort these distances in descending order. In this step, 

which class is associated with each distance is tracked 

Step 4: 

 Return the classes associated with the first „k‟ 

distances of the sorted list 

Step 5: End 

 

Limitations to be Overcome in KNN 

(i) Need to avoid dependency on the order of duplicate 
classes  

(ii) Classifier time is high 

 

Metrics for Class Retrieval 

Accuracy, Precision, F-measure and recall are used as the 

metric in this work to assess the performance of the two 

classifiers used for the information class retrieval.  

 

 

 

 
 

Performance of the two classifiers 
 

In this research, using z-statistic let, the SVM and KNN 

classifier is compared. For a given data set size „N‟ let 
KNNA& SVMA be the accuracy of the respective classifiers. 

Then   

Z   =          where A =   

is calculated. The KNN classifier performs better than SVM 

classifier if Z >1.96 

 

Results and Discussion 

 
It is observed that at lower SNR values of information 

retrieval, the KNN classifier is better than SVM classifier. 

The classifier performance variation with SNR is given in 

figure 5. However, with coded information storage, where the 

SNR value has no effect, the SVM classifier outperforms K-

NN classifier. Variation of Z-measure with SNR for K-NN 

and scalable SVM classifier is shown in Figure 5. 

 
Figure 5: Variation of Z-measure with SNR for K-NN and 

scalable SVM classifier 

 

Table 3: Summary of the Classifier Metrics Results with 

varying SNR 

 
 

Discussion 
It is inferred from figure 5 and table 3 that SVM classifier 

outperforms K-NN classifier for information class retrieval. 
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This implies that with SVM classifier uniform class level 

categorization is guaranteed. In coded information storage 

where SNR is the least affecting factor, SVM classifiers are 

far superior. 

  

Conclusion 
The analysis and algorithms presented in this work reveals 
that the deep structure of information must unfold linearly 

over time, and this puts pressure on composing the 

information. In this context, the classifier helps in presenting 

the form of the piece and balancing the fine line between 

expectation and surprise. Future direction of study shall 

include entropy based information class retrieval algorithms 

and comparison with the reported works. 
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