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Abstract 
 

Speech being a unique characteristic of an individual is widely used in speaker 

verification and speaker identification. Speaker verification and identification 

are used in many applications.  Dual Tree- Complex Wavelet Transform (DT-

CWT) is used to extract features from speech signal. The Complex Wavelet 

Transform is a tool that uses a dual tree of wavelet filters to find the real and 

imaginary parts of complex wavelet coefficients. The advantage of DT-CWT 

is more efficient and less redundant. The speaker verification is done by 

Relevance Vector Machine (RVM).Experimental result gives better 

Performance in terms of FRR, FAR and execution time.  

 

Keywords: Dual Tree- Complex Wavelet Transform, Relevance Vector 

Machine, Speaker Recognition. 

 

 

Introduction 
Speaker recognition can be defined as the task of establishing the identity of speakers 

from their voices. The ability of recognizing voices of those familiar to us is a vital 

part of oral communication between humans. Research has considered automatic 

computer based speaker recognition since the early 1970’s taking advantage of 

advances in the related field of speech recognition. 

Speaker recognition has two major applications: speaker identification and speaker 

verification. Identification of unknown individual speaker from many templates is 

defined as speaker identification. Verification is one where individual speaker's voice 

is matching with another one in a template. Speaker recognition is efficient tool and it 

is used by both the government sector and industrial purpose. For example, the 

Australian Government organization Centre link uses speaker verification for the 

authentication of Welfare recipients using telephone transactions [1]. 
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Potential applications of speaker recognition include forensics [2], access security, 

phone banking, web services [3], personalization of services and customer 

relationship management (CRM) [4]. When Speaker recognition is combined with 

speech recognition, it offers efficient interface between human natural language and 

computer for communication. In speaker identification and verification feature 

extraction approaches is most important one. Most common feature extraction 

techniques are Cepstral analysis [5, 6, 7 and 8] and Mel Frequency Cepstral 

Coefficients (MFCC) [9, 10 and 11]. Linear Prediction is a technique which is used as 

an intermediate method to derive the MFCC [5]. Perceptual Linear Prediction (PLP) 

is modification of LP technique which shows improved results but this technique is 

not widely used. Some other methods to derive the feature extraction approaches for 

speaker identification are Line Spectral Pairs (LSP) and Principal Spectral 

Components (PSC) [12]. 

This paper can be organized as follows: Literature Survey, Dual Tree-Complex 

Wavelet transform for feature extraction are described, in section II and section III 

and Speaker classification of Speaker identification by Relevance Vector Machine is 

described in section IV. Experimental results are given in section V. 

 

 

Related Works 
In speaker identification, feature extraction step converts the properties of the signal 

which are important for the pattern recognition task to a format that simplifies the 

distinction of the classes. The recognition step aims to estimate the general extension 

of the classes within feature space from a training set [24]. 

High-level features are generally related to a speaker’s learned habits and style, 

such as particular word usage or idiolect. For humans, the information about the audio 

category is perceived by listening to a longer segment of audio signal. The 

information contained in the audio signal is the suprasegmental information. This 

information is the variation of the signal over long duration. In this case, speech is 

analyzed using the frame size and shift in the range of 50-200 ms. Studies made in 

[25, 26, 27 and 28] shows the significance of suprasegmental features in speaker 

recognition systems. These features are useful as their structure is not affected by the 

frequency characteristics of the transmission systems. Each of the four basic acoustic 

features of speech signal, i.e. pitch, intensity, duration and speech quality, is a carrier 

of a variety of types of linguistic, paralinguistic and non-linguistic information [29, 

30]. 

Texts promoted speaker verification are verified by using algorithm of HMMs, 

though SVM, VQ and GMM are mostly used for text independent speaker 

recognition. In present days GMM is used as a classification for the speaker 

recognition system [13]. The GMM models the Probability Density Function (PDF) of 

a feature set as a weighted sum of multivariate Gaussian PDFs. It is equivalent to a 

single state continuous HMM, and may also be interpreted as a form of soft VQ [14]. 

Machine learning approach of SVM is used for speaker recognition and 

identification. These types of SVM classification are not insignificant compared to 
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approaches of GMM [15, 16]. But the combination of SVM and GMM provides the 

better improvement classification for the speaker recognition and verification [17].      

In [18] the author compared two methods for speaker recognition using VQ 

classification with various HMM configuration. The continuous HMM provides better 

performance than discrete HMM. But, VQ technique works well on small training 

data set. Neural network has various structures used for  speaker recognition and 

verification [19]. Various techniques for ANN such as Multi-Layer Perceptron (MLP) 

Networks, Radial Basis Function (RBF) Networks [20], Gamma Networks [21], and 

Time-Delay Neural Networks (TDNN) [22]. 

Different types of speech recognition system can be developed based on the type of 

speech, speaker and vocabularies used. These categories are used depending on the 

type of the application that the people use. Today’s researches mainly focus on 

developing speech recognition systems for Indian languages [23]. 

 

 

Dual-Tree Complex Wavelet Transform (Dt-Cwt) For Feature 

Extraction 
When compared to DT-CWT, Discrete Wavelet Transform (DWT) has some 

disadvantages such as oscillations, shift variance, aliasing and lack of directionality. 

Dual Tree Complex Wavelet Transform, a form of discrete wavelet transform which 

generates complex coefficients by using a dual tree of wavelet filters to obtain their 

real and imaginary parts. DT-CWT has the following properties to overcome the 

drawbacks of DWT:  

 Approximate shift invariance; 

 Good directional selectivity in 2-dimensions (2-D) with Gabor like filters also 

true for higher dimensionality (m-D) 

 Perfect reconstruction 

 Limited redundancy: 2× redundancy in 1-D (2d for d-dimensional signals), 

this is less than the log2N× redundancy of a perfectly shift-invariant DWT;  

 Efficient order N computation. DT-CWT introduces limited redundancy (2m:1 

form-dimensional signals) and allows the transform to provide approximate 

shift invariance and directionally selective filters by preserving the properties 

of perfect reconstruction and computational efficiency with balanced 

frequency responses.  The main drawback of this transform is moderate 

redundancy.  

The dual-tree complex DWT of a signal x(n) is implemented using two critically-

sampled DWTs in parallel on the same data, as in Figure 1. To gain advantage over 

DWT, the filters designed in the upper and lower DWTs are different and are 

designed to interpret the sub band signals of the upper DWT as the real part of a 

complex wavelet transform, and lower DWT as the imaginary part. When designed in 

this way, the DT-CWT is nearly shifting invariant, in contrast to the classic DWT. 

The DT-CWT is used to implement 2D wavelet transforms where each wavelet is 

oriented, and useful for image processing such as image denoising and enhancement 

applications. 
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Figure 1: DT-CWT structure 

 

There are two types of the 2D dual-tree wavelet transform, they are real and 

complex. The real 2-D dual-tree DWT is 2-times larger in space and the complex 2-D 

dual-tree DWT is 4-times expansive in space, and they are oriented in six distinct 

directions 

 

 

Proposed Methodology 
 

Speaker Verification Using Relevance Vector Machine 

The Relevance Vector Machine (RVM) was used in [17] as a Bayesian counterpart to 

the SVM. Due to its simplicity and applicability, RVM made tremendous growth in 

the Machine Learning community.  The RVM provides empirical Bayes treatment of 

function approximation by kernel basis expansion and attains a sparse representation 

of the approximating function by structuring a Gaussian prior distribution that 

implicitly creates a sparsity pressure on the coefficients appearing in the expansion. 

The use of independent Gamma hyperpriors produces product of independent 

marginal prior for the coefficients and hence it achieves the desired sparsity.  

In order to minimize the dimensionality of the hyper parameter space, define a 

prior structure that affects the possibility of correlation between the hyper parameters 

of the coefficients distribution and hence it is possible to segregate a unique solution.  

In this paper, RVM has been used for speaker identification. Relevance vector 

machine (RVM) is sparse linear model in which the basis functions are formed by a 

kernel function  centred at the different training points:  

         (1) 
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This model is similar as the support vector machines (SVM), the kernel function in 

the above equation does not meet the Mercer’s condition and it needs φ to be a 

continuous symmetric kernel of a positive integral operator [18]. 

Multi-kernel RVM is an extension of the RVM model. It consists of different types 

of  kernels and it is expressed as 

             (2) 

The sparseness property enables choosing proper kernel automatically at each 

location by pruning all irrelevant kernels, hence it is possible that two different 

kernels remain on the same location. 

Assume a two-class problem with training points  and 

corresponding class labels   with . Applying the Bernoulli 

distribution [41], the likelihood (the target conditional distribution) can be expressed 

as:  

           (3) 

Where  logistic sigmoid function 

                                 (4) 

Consider  denotes the maximum a posteriori (MAP) estimate of the hyper 

parameter . The MAP approximate for the weights is denoted by wMAP and it can 

be obtained by maximizing the posterior distribution of the class labels given the 

input vectors. It is equivalent to maximizing the objective of the function given by: 

 

                            (5) 

Where the first term indicates the likelihood of the class labels and the second term 

indicates prior on the parameters . Those samples associated with nonzero 

coefficients  which are called relevance vectors will contribute to the decision 

function.  

The gradient of the actual function J with respect to w is given by: 

                          (6) 

Where , where  have elements . The 

Hessian of J is  

                          (7) 

Where  is a diagonal matrix with 

 

The posterior is approximated around  by a Gaussian approximation with 

covariance  

                                   (8) 

and mean is given by, 
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                                               (9) 

RVM has several advantages which includes the number of relevance vectors can 

be much smaller than that of support vectors , RVM does not need the tuning of a 

regularization parameter (C) as in SVM during the training phase. Thus the proposed 

dataset can be classified using RVM classifier. 

 

 

Experimental Result 
PDA dataset [36] is used to evaluate proposed method. In the PDAs data set, the voice 

was recorded with a Compaq iPAQ 3630 built-in microphone and an Optimus Nova 

80 close-talk microphone. The iPAQ data were recorded using the AD converter in 

the iPAQ, and the close-talk data were recorded using a Creative Sound board (except 

for speakers #1 & 2). Both channels were recorded with an 11.025 kHz sampling. 

Dataset contains 646 speech signals. Using this dataset, performance of Speaker 

verification can be analyzed using the false acceptance rate (FAR), the false rejection 

rate (FRR) 

                               (10) 

                (11) 

 

Comparison of FAR and FRR 

 

Table 1: Comparison of Far and FRR 

 

Techniques FAR (%) FRR (%) 

MF-PLP 7.89 10.22 

PLP 10.618 12.608 

MFCC-SVM 7.24 10.25 

MFCC-GMM 17.1 18.6 

PLP-GMM 5.5 5.8 

Proposed DT-CWT with RVM 4.32 4.12 

 

The above table I provides the FAR and FRR for techniques of MF-PLP, MFCC-

SVM, MFCC-GMM, PLP-GMM and Proposed method of DT-CWT with RVM. 

From the table, it is clearly observed that the proposed method of DT-CWT with 

RVM provides very low FAR and FRR of 4.32% and 4.12%. PLP-GMM [35] 

provides 5.5% FAR and 5.8% FRR, MFCC-GMM [35] provides 17.1% FAR and 

18.6% FRR, MFCC-SVM [34] gives 7.24% FAR and 10.25% FRR and MF-PLP [33] 

provides 7.89% FAR and 10.22% FRR. From these result, we clearly understand that 

proposed technique gives  low FAR and FRR values than other techniques.  
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Figure 2: Comparison Between Far And Frr 

 

     The above Figure 2 shows the FAR and FRR for techniques of MF-PLP, MFCC-

SVM, MFCC-GMM, PLP-GMM and Proposed method of DT-CWT with RVM. 

From the graph it clearly shows that the proposed method of DT-CWT with 

RVM provides the very less FAR and FRR compared to other approaches. 

 

Execution Time 

 

Table 2: Execution Time 

 

Techniques Execution time  (sec) 

MFCC 12 

Hybrid Method of AM demodulation and wavelet filters 11 

Proposed DT-CWT with RVM 8 

 

     The above table II provides the comparison of execution time for MFCC [31], 

Hybrid method [32] and proposed DT-CWT with RVM. From the table, it is observed 

that the proposed method gives less execution time of 8 seconds where Hybrid AM 

demodulation and wavelet filter gives 11 seconds and MFCC takes 12 seconds. 

 

Speaker Identification Rate 

 

Table 3: Speaker Identification Rate 

 

Techniques Speaker identification rate(%) 

MFCC with GMM  77.36 

IMFCC (Inverted MFCC)  77 

Kullback-Leibler divergence 93 

Proposed DT-CWT with RVM 95 
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     The above table III provides the comparison of speaker recognition rate between 

existing approaches such as MFCC and GMM [35], IMFCC [38], Kullback-Leibler 

divergence [40] and proposed DT-CWT with RVM.  From the table, the speaker 

identification rate of MFCC with GMM provides accuracy of 77.36%, IMFCC 

(Inverted MFCC) [38] for polycost database using triangular filter gives 77%, 

Kullback-Leibler divergence [40] for different gender provide the accuracy of 93%. 

But the proposed DT-CWT with RVM gives 95% of identification rate which is better 

than existing techniques. 

 

 

Conclusion 
This paper provides the speaker verification using RVM. In this paper, speech signals 

are extracted by using DT-CWT.  Compared to other wavelet transform, this method 

of DT-CWT provides the better feature extraction. The standard CWT has the 

disadvantages such as shift sensitivity and poor directionality. The DT-CWT 

overcomes the standard CWT issues and has advantage of wide range of 

directionality. The proposed method DT-CWT with RVM provides better accuracy, 

less execution time when compared with other approaches. 
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