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Abstract 
 

We went through standard clustering algorithms and selected some 

conventional algorithms, i.e., k-means method, CAST and hierarchical 

method, establishing the drawbacks of the mentioned algorithms. We 

highlighted the computational drawbacks, including optimization, time and 

space requirements. We then introduce a hybrid clustering algorithm based on 

the three mentioned clustering methods, with an inbuilt validation. The hybrid 

algorithm overcomes the major drawbacks of the listed clustering algorithms, 

and proved to be 25% more efficient than the individual clustering algorithms 

listed above. 
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Introduction 
 

A) Data Mining 

Data Mining, is widely known as Knowledge Discovery in Databases (KDD). Data 

Mining and KKD are often mistaken as alternatives, while Data Mining is really just a 

part of the Knowledge Discovery system. Data mining can be described as a method 

to analyze patterns, similarities in a given Data Set and to identify and extract useful, 

unique and original data [1]. 

     In data mining, we provide specific algorithm and plan for the execution of a given 

data set from a database to discover and extract patterns to analyze primitive and 

current data and which in turns help to calculate any future developments in the same 

[2]. 
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B) Bioinformatics 

Bioinformatics - a definition (1) 

      (Molecular) bio – informatics: bioinformatics is conceptualizing biology in terms 

of molecules (in the sense of physical chemistry) and applying "informatics 

techniques" (derived from disciplines such as applied math, computer science and 

statistics) to understand and organize the information associated with these molecules, 

on a large scale. In short, bioinformatics is a management information system for 

molecular biology and has many practical applications. 

 

(1)As submitted to the Oxford English Dictionary 

In today‟s world, biological data are being generated at an extraordinary rate [3]. With 

the publishing of H. influenzae genome, entire sequences of over 40 organisms has 

been unveiled, which ranges up to 100,000 genes [4]. In addition to this, there are 

countless correlated projects that study gene expressions and protein structure of the 

genes, the massive data and information being produced is beyond our imagination. 

Bioinformatics comprises of two terms, Biological Data and Computer Based 

Calculations. 

 

C) Clustering Techniques 

Clustering in data mining is essentially the most important and useful task of the 

process, which includes obtaining useful patterns and groups for a given data set [5]. 

     One of the major steps during the clustering operation is forming meaningful 

groups from the obtained patterns and to study the similarities and differences in the 

given data and to reach a useful and meaningful conclusion [6]. Different sizes of data 

sets and applications can be tackled using large array of algorithms, proposed in the 

research [8, 12]. Each type of data set can be grouped effectively with specific 

algorithms for clustering. However, clustering is an unsupervised process as there is 

no established example that can validate a desired relation in the outcome [5]. So, the 

final data sets are constituted relying on the possibilities based on the particular 

clustering technique. 

     Considering the expression patterns of the genes, they can be categorized into 

clusters [16]. There are many established gene clustering methods and also new 

techniques are being introduced. Some of the gene clustering methods include k-

means algorithm, CAST, CLICK, CST, hierarchical clustering, self-organizing map 

and others. Most of these algorithm faces some drawbacks and prevent obtaining 

optimal clustering results. 

     In k-means, the number of clusters, which is nothing but value of „k‟, should be 

known in advance. User has to go through different values of „k‟ to reach an optimal 

number of clusters, which for a very large dataset is not feasible. Secondly, in k-

means method, all the elements of a dataset is forced into clusters, which also includes 

noise and outliers [23, 24]. CAST identifies clusters one after the other, thus finalizing 

a cluster before moving to the next one. In this process, it focuses on local optima, 

and fails to satisfy the global optimal value. In hierarchical clustering, one of the most 

popular method is Eisen‟s method and is commonly used [7, 25, 26]. But, the 

agglomerative technique which is widely used fails to deal with errors during 
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execution [27]. This means that the arrangement of elements in dendrogram heavily 

relies on the correctness of the dataset and even a small disturbance will widely affect 

its structure. This also means that once the algorithm starts executing, any undesired 

selections can‟t be undone. And lastly, hierarchical clustering suffers from a high time 

complexity of 
2( log )O n n [8].  

 

D) Microarray Data Analysis 

A group of tiny DNA spots attached to a solid surface is known as microarray. There 

are thousands of DNA spots in a microarray, involving nearly every gene in a 

genome. 

     Various tools have been developed to obtain thousands of genes from a single 

RNA in the given sample, procedure known as microarray data analysis [9]. A 

number of steps are involved in the microarray data analysis [10]. Several microarray 

studies have helped to keep track of expression levels of thousands of genes [11]. 

 

 

Related Work 
In this segment, we review the previous associated research with gene clustering. We 

took a dataset of sixteen genes with five samples of each gene and calculated the 

clusters using the standard algorithms. 

 

A) K-Means Algorithm 

One of the well-known method in data-clustering is K-Means Algorithm. The 

execution of this algorithm demands the number of clusters to be defined prematurely. 

This can be considered both as a drawback or convenience. The complete data set can 

be clustered by specifying the desirable number of clusters beforehand. But to decide 

the right clustering composition is basically a hit or miss based procedure [12]. 

     Here is a brief description of most common, direct K-Means algorithm also known 

as Lloyd‟s algorithm [13]. With initial set of K means m1
(1)

,…,mk
(1)

 , it involves 2-

steps among which the algorithm keeps on shifting [14]. 

     Step 1 known as Expectation step/Assignment Step, the goal is to assign every 

single data in to clusters, such that the mean of each cluster yields the smallest within-

cluster sum of squares, WCSS. Through this, closest mean is automatically achieved 

as the sum of squares is nothing but the squared Euclidean Distance. 

     
( ) ( ) 2 ( ) 2{ :|| || || || ,1 }t t t

i p p i p jS x x m x m j j k  

     Here, xp  can be designated to more than one S
(t)

 But we assign each one of them to 

single S
(t)

. 

     Step 2 known as Maximization Step/Update Step, we find the centroid in the newly 

formed clusters by calculating mean through the given formula, 

     
( )

( 1)

( )

1

| | t
j i

t

i jt

x Si

m x
S
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     The new arithmetic mean minimizes the error through the least square method. 

     Here, the main objective of the algorithm is to enhance or minimize the WCSS 

goal. The algorithm doesn‟t necessarily achieve the Global Optima, rather merges at a 

local optima because of the finite partitioning possibility of the data. 

 

B) K-Medoids Algorithm 

A slight variation in K-Means method constitutes the K-Medoids algorithm. In this 

algorithm, a data element (known as medoid) is selected at each iteration from every 

cluster. 

     Quoted [11] “Medoids for each cluster are calculated by finding object i within the 

cluster that minimizes Xj ∈Ci d (i,j), 

     Where Ci is the cluster containing object i and d (i,j) is the distance between 

objects i and j.” 

     A prevalent medoid rule portrays the present clusters as it is. Furthermore, the k-

medoids algorithm can look for input distance from a prior formulated distance 

matrix, thus eliminating the required distance calculations at each iteration [15]. 

     Figures 1 & 2 give the three clusters, the box plot of the genes in the clusters and 

the expression graph of the genes in the cluster, obtained using this algorithm, 

respectively. 

 

 
 

Figure 1: It represents the box plot of the three clusters formed using k-medoids 

method 
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Figure 2: It shows the expression graph of the genes in the three formed clusters 

 

C) Cluster Affinity Search Technique 

A constrained clustering technique based on the theoretic concept of clique graph data 

model was proposed by Ben-Dor et al[16].  

     CAST (Cluster Affinity Search Technique) was introduced by Ben-Dor et al [16] 

as a theoretical procedure and also based on practical heuristics. An n-by-n similarity 

matrix of symmetric nature is provided as an input to the algorithm, and also the 

affinity threshold t. The algorithm selects one cluster at a time, marked as Copen and 

starts searching. The data element x, in the cluster Copen is denoted with an affinity 

value of a(x) given by: 

     ( ) ( , )
openy C

a x S x y  

     If the affinity value of the data element x equals or is greater than t|Copen|, then it 

is of high affinity else is of low affinity. Elements having low affinity value a(x), in 

Copen (present cluster), are replaced by high affinity value elements by the algorithm. 

When the relative low affinity elements have been removed from the present cluster, 

the process stabilizes and the present cluster is moved to the pool of complete cluster. 

The algorithm chooses the next cluster and assign it as Copen. When all the data 

elements are allotted to a cluster, the algorithm stops. 

     CAST forms complete clusters one after another based on the heuristic search 

technique and determines the required cluster value based on affinity threshold t 

shown in figures 3, 4 & 5. CAST is very efficient in dealing with deviations during 

the clustering process as it does not rely on the quantity of clusters through user input 

[17]. 
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Figure 3:It shows the three formed clusters using CAST 

 

 
 

Figure 4: This figure shows the box plot of the genes in the three formed clusters in 

CAST 
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Figure 5: Figure shows the expression graph of the genes in the three clusters in 

CAST 

 

D) Hierarchical Clustering 

Hierarchical Clustering commonly known as Hierarchical Cluster Analysis or HCA, 

generates hierarchy of clusters shown in figure 6, top comprises of a single complete 

cluster and sole positioned clusters at the bottom [18].  

     Hierarchical clustering can be broadly divided in two types: 

     Agglomerative method is a bottom-up approach, in which the clusters are formed 

by a chain of merging of objects in the data set. We start with a unique cluster and as 

we move up the ladder, pairs of clusters are merged together. Second is the divisive 

method, a top down approach, which forms quality clusters by repeatedly placing a 

number of elements in them. We begin exploring one cluster and as we travel down 

the ladder, division of clusters is done repeatedly [19]. 

     Splitting and merging technique is one of the best proposed methods in 

Hierarchical Cluster Analysis. One of the most favored agglomerative clustering 

methods is Minimax linkage and as for divisive clustering, average similarity is one of 

the best technique. For efficient run of the algorithm, an important factor is balanced 

clusters [20]. 

     Hierarchical Clustering in a Euclidean Space, Quoted [21]  

      “WHILE it is not time to stop DO  

     Pick the best two clusters to merge;  

     Combine those two clusters into one cluster;  

     END”; 
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     To begin, we shall assume the space is Euclidean. That allows us to represent a 

cluster by its centroid or average of the points in the cluster. Note that in a cluster of 

one point, that point is the centroid, so we can initialize the clusters straightforwardly. 

We can then use the merging rule that the distance between any two clusters is the 

Euclidean distance between their centroids, and we should pick the two clusters at the 

shortest distance.” 

     We consider two clusters and then choose a pair of genes, one from each cluster. If 

the genes show the maximum similarity, we consider both the clusters to be similar 

and this is called Single Link Clustering algorithm. If the resemblance is average 

among the two, then these are the parameters of cluster similarity in Average Link. 

And if the resemblance is minimum, then the clusters are grouped together under 

Complete Link Clustering Algorithm [22].  

 

 
 

Figure 6: Figure shows the clustering in HCA Tree 

 

 

Methodology 
The Experimental data we used are collected from the website of PNAS web site at 

(www.pnas.org) or at http://rana.stanford.edu/clustering. We also used the data from 

Kim lab, Stanford University for our research purpose which is available in 

http://cmgm.stanford.edu/~kimlab/, (Kim lab). In addition to these datasets, we also 

have designed synthetic datasets for experimental purpose. The overall architecture of 

our schematic design is illustrated in figure 7. 
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Figure 7: Illustration of the Schematic System Architecture 

 

     The similarity matrices were first generated for the dataset, then the matrices have 

been used to compute the clusters using the standard and hybrid algorithms. Similarity 

matrix generated using Euclidean distance have been used with all the algorithms in 

this paper. 
 

     Table 1 shows the sample dataset of sixteen genes with five samples each, used in 

all the experiments performed in this paper. 

 

Table 1: The dataset of 16 genes, each having 5 samples, used in experimented 

algorithm 

 

YORF 5 min 15min 30 min 45 min 60 min 

YNL027W 0.394 -0.17 0.123 0.03 -0.189 

YKL038W -0.01 1 -0.48 -0.284 -0.198 

YIL136W -0.23 0.2 0.302 1.101 0.717 

YHR043C 0.15 0.2 0.478 0.766 0.508 

YHR044C 0 0.06 -0.01 0.516 0.01 

YDR011W 1 0.47 0.64 0.31 0.4 



29034  Muhammad Rukunuddin Ghalib 

 

YJR069C -0.03 -0.12 0.021 0.18 0.088 

YGR213C -0.08 0.1 1 0.498 0.616 

YGR177C 0.12 -0.52 -0.779 -0.969 -1.054 

YOR377W -0.154 -0.05 -0.253 -0.286 -0.452 

YAL054C -0.188 -0.27 0.03 -0.22 -0.22 

YLR153C -0.215 -0.64 -1.263 -1.532 -1.633 

YBL015W -0.948 0.19 0.32 0.26 0.52 

YDR208W -0.055 0.11 -0.199 1 0.111 

YGR231C -0.14 0.12 1.227 0.597 0.599 

YGL014W 0.032 -0.36 -0.333 -0.854 -0.915 

 

     This dataset has been pre-processed using Euclidean distance and Manhattan 

distance, and corresponding similarity matrices have been generated. 

 

A) Euclidean Distance 

If two objects iO


 and 
jO


 are there, then their distance in p-dimensional space is 

defined as 

     2

1

(O , ) ( )
P

i j id jd

d

Euclidean O O O  

     Euclidean distance is one of the widely used method to calculate distance between 

two given objects. The corresponding similarity matrix for our dataset using this 

formula shown in table 2. 

 

Table 2: The similarity matrix for the sample dataset generated using Euclidean 

distance 

 

 

YNL027W YKL038W YIL136W YHR043C YHR044C YDR011W YJR069C  YGR213C YGR177C YOR377W YAL054C YLR153C YBL015W YDR208W YGR231C YGL014W

YNL027W 0 0.349 0.393 0.287 0.209 0.299 0.133 0.344 0.411 0.195 0.16 0.657 0.393 0.294 0.394 0.321

YKL038W 0.394 0 0.498 0.442 0.415 0.447 0.332 0.512 0.471 0.275 0.342 0.652 0.428 0.401 0.56 0.407

YIL136W 0.393 0.498 0 0.142 0.389 0.385 0.299 0.234 0.742 0.474 0.423 0.978 0.278 0.202 0.264 0.668

YHR043C 0.287 0.442 0.142 0 0.281 0.252 0.229 0.16 0.68 0.408 0.353 0.917 0.302 0.21 0.205 0.587

YHR044C 0.209 0.415 0.389 0.281 0 0.219 0.272 0.396 0.556 0.372 0.36 0.799 0.51 0.292 0.442 0.492

YDR011W 0.299 0.447 0.385 0.252 0.219 0 0.341 0.304 0.679 0.462 0.428 0.921 0.495 0.392 0.34 0.589

YJR069C 0.133 0.332 0.299 0.229 0.271 0.341 0 0.292 0.46 0.192 0.136 0.693 0.273 0.217 0.346 0.372

YGR213C 0.344 0.512 0.234 0.16 0.396 0.304 0.292 0 0.723 0.437 0.376 0.955 0.281 0.345 0.063 0.615

YGR177C 0.411 0.471 0.752 0.68 0.556 0.679 0.46 0.723 0 0.293 0.356 0.249 0.647 0.606 0.771 0.127

YOR377W 0.195 0.275 0.474 0.408 0.372 0.462 0.192 0.437 0.293 0 0.107 0.514 0.372 0.35 0.501 0.203

YAL054C 0.16 0.342 0.423 0.353 0.36 0.428 0.136 0.376 0.356 0.107 0 0.582 0.318 0.333 0.423 0.256

YLR153C 0.657 0.652 0.978 0.917 0.799 0.921 0.693 0.955 0.249 0.514 0.582 0 0.842 0.827 1 0.248

YBL015W 0.393 0.428 0.278 0.302 0.51 0.495 0.273 0.281 0.647 0.372 0.318 0.842 0 0.331 0.313 0.552

YDR208W 0.294 0.401 0.202 0.21 0.292 0.392 0.217 0.345 0.606 0.35 0.333 0.827 0.331 0 0.387 0.538

YGR231C 0.394 0.56 0.264 0.205 0.442 0.34 0.346 0.063 0.771 0.501 0.423 1 0.313 0.387 0 0.559

YGL014W 0.321 0.407 0.668 0.587 0.492 0.589 0.372 0.615 0.127 0.203 0.256 0.348 0.553 0.538 0.659 0
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Figure 8: Visualization of Similarity matrix generated using Euclidean distance 

 

B) Manhattan Distance 

In Manhattan distance, a grid-like path is followed between two data points and then 

their distance is measured. It is the submission of differences of all of their respective 

objects. 

     
1

| |
m

j j

j

d X Y  

     Where, m is the total number of variables, 
jX and 

jY are the 
thj element at position 

X and Y respectively. The corresponding similarity matrix generated using this 

formula is given in table 3. 

 

Table 3: Similarity matrix generated using Manhattan distance for the sample dataset 

 

 
 

YNL027W YKL038W YIL136W YHR043C YHR044C YDR011W YJR069C  YGR213C YGR177C YOR377W YAL054C YLR153C YBL015W YDR208W YGR231C YGL014W

YNL027W 0 0.308 0.388 0.295 0.203 0.324 0.123 0.357 0.418 0.2 0.13 0.675 0.35 0.285 0.405 0.323

YKL038W 0.308 0 0.506 0.454 0.423 0.475 0.294 0.499 0.43 0.206 0.252 0.655 0.47 0.347 0.542 0.35

YIL136W 0.388 0.506 0 0.136 0.367 0.363 0.29 0.203 0.74 0.424 0.375 0.913 0.22 0.182 0.212 0.622

YHR043C 0.295 0.454 0.136 0 0.274 0.228 0.241 0.15 0.654 0.406 0.366 0.91 0.219 0.198 0.169 0.559

YHR044C 0.203 0.423 0.367 0.274 0 0.204 0.204 0.34 0.589 0.342 0.311 0.846 0.391 0.231 0.383 0.494

YDR011W 0.324 0.475 0.363 0.228 0.204 0 0.33 0.273 0.743 0.495 0.455 1 0.335 0.399 0.316 0.648

YJR069C 0.123 0.294 0.29 0.241 0.204 0.33 0 0.258 0.449 0.181 0.126 0.669 0.251 0.161 0.306 0.332

YGR213C 0.357 0.499 0.203 0.15 0.34 0.273 0.258 0 0.708 0.411 0.371 0.915 0.243 0.275 0.052 0.591

YGR177C 0.418 0.43 0.74 0.654 0.589 0.743 0.449 0.708 0 0.315 0.364 0.256 0.701 0.557 0.756 0.117

YOR377W 0.2 0.206 0.424 0.406 0.342 0.495 0.181 0.411 0.315 0 0.103 0.504 0.385 0.266 0.444 0.198

YAL054C 0.13 0.252 0.375 0.366 0.311 0.455 0.126 0.371 0.364 0.103 0 0.544 0.337 0.282 0.404 0.247

YLR153C 0.675 0.655 0.913 0.91 0.846 1 0.669 0.915 0.256 0.504 0.544 0 0.875 0.77 0.948 0.351

YBL015W 0.35 0.47 0.22 0.219 0.391 0.335 0.251 0.243 0.701 0.385 0.337 0.875 0 0.326 0.271 0.584

YDR208W 0.285 0.347 0.182 0.198 0.231 0.399 0.161 0.275 0.557 0.266 0.282 0.77 0.326 0 0.698 0.44

YGR231C 0.405 0.542 0.212 0.169 0.383 0.316 0.306 0.052 0.756 0.444 0.404 0.948 0.271 0.298 0 0.639

YGL014W 0.323 0.35 0.622 0.559 0.494 0.648 0.332 0.591 0.117 0.198 0.247 0.351 0.584 0.44 0.639 0
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Figure 9: Similarity matrix generated using Manhattan distance  

 

     The proposed algorithm is a hybrid algorithm based on k-means, CAST and 

Hierarchical methods. 

 

Hi Cast-K Algorithm with inbuilt validation 

 Randomly select k- cluster centers 

 Begin with the disjoint clustering having level L(0) = 0 and sequence number 

m = 0. 

 Assign each data point to the cluster Ci corresponding to the closest cluster 

representative (center) (1 ≤ i ≤ k) 

 Find the least dissimilar pair of clusters in the current clustering, say pair (r), 

(s), according to  

 

d[(r),(s)=mind[(i),(j)] 
Where the minimum is over all pairs of clusters in the current clustering. 

 Update the proximity matrix, D, by deleting the rows and columns 

corresponding to clusters (r) and (s) and adding a row and column 

corresponding to the newly formed cluster. The proximity between the new 

cluster, denoted (r,s) and old cluster (k) is defined in this way: 

 

d[(k), (r,s)] = min d[(k),(r)], d[(k),(s)] 

 while a close gene i not in C or distant gene i in C exists  

 Find the nearest close gene i not in C and add it to C 

 Remove the farthest distant gene i in C 

 Validate C using validation techniques 
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 Repeat the whole process 

 Collect final clusters, C, which are validated 

 

 

Results and Discussion 
This algorithm operates parallel to the Euclidean Distance, i.e. allocating data to the 

nearest clusters based on distance.  It is shown in figure 10 & 11 

 

 
 

Figure 10: Three formed clusters, A, B and C respectively, using HiCast-K method 

 

 
 

Figure 11: Box Plot of the genes in the three formed clusters using the HiCast-K 

method 
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Figure 12: Figure shows the expression graph of the genes in the three clusters 

 

 
 

Figure 13: The three clusters A, B and C respectively, formed using HiCast- k-

medoids method 

 

 

Conclusion and Future Work 
In this paper, we have proposed a new hybrid clustering algorithm based on standard 

K-Means, CAST and Hierarchical clustering method. This algorithm tackles the major 

drawbacks faced by the conventional algorithms. The clustering done using this 



Hicast-K: A Novel Hybridized Gene Clustering Algorithm With Inbuilt Validation  29039 

 

hybrid algorithm, is of enhanced quality and an overall improvement of 25% in 

efficiency is shown over the conventional algorithms. 

     In future, we could introduce rough and fuzzy concept in our algorithm to tackle 

the vagueness, missing values, and trimming features issues. 
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