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Abstract

In this paper, we introduce a new type of topological entropy of a continuous
function on compact space with open covers, and investigate several of its
properties. We also express the relationship between this new concept of
topological entropy and the classic topological entropy [10].
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1 Introduction and preliminiaries
An important application of covering properties of topological spaces is topological
entropy. In 1965, the concept of topological entropy of continuous functions for a
compact dynamical system on general topological spaces is introduced by Adler in
[1]; subsequently, Liu generalized this in [2] for an arbitrary dynamical system.
Bowen [3], CAjnovas and RodrA-guez [4], Goodwyn [5, 6], Kwietniak and Oprocha
[7], and Thomas [8] have studied the concept of topological entropy. The concept of
topological entropy due to Adler et al. [1] is generalized in [9] by Bowen. In this
paper a generalization of entropy of a continuous function on compact space with
open covers is introduced, and several of its properties are investigated.

Let X be a compacttopological space and &, vy be two open covers of X. Their join
is the opencover§vy ={BNC:B€gC e vy}

Definition 1.1. Let &, y be two open covers of X. y is a refinement of &, denoted by
E<y, if every member ofy is a subset of a member of €.
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Hence we have £<EVy for any open covers & and vy. If y is a subcover of &, then
SNE

Definition 1.2. If y is an open cover of X. The entropy of y is defined in [10] by
H(y)=logN(y), where N(y) is the number of sets in finite subcover of & with smallest
cardinality.

Proposition 1.3. Let &, y be two open covers of X. If £&<y then H(§)<H(y).

Proposition 1.4. If T:X—X is a continuous function then H(T_ly)SH(y). If T is also
surjective then H(T_ly):H(y).

Definition 1.5. If T:X—X is continuous and & is an open cover of X. The entropy of
T relative to & is defined in [10] by, h(T,&) = lim,_, i H(R L T-iE).

Definition 1.6. If T:X—X is continuous. The topological entropy of T is defined by
h(T) = sup:h(T, €), where the supremum is taken over all open covers of X.

2 Relative entropy of an open cover of X

Definition 2.1. Let &, y be two open covers of X with N(&)<N(y). The relative entropy

of y with respect to & is denoted by H(y) and is defined byHg(y) = log %

Proposition 2.2 Let &, 1, v be open covers of X and T:X—X be continuous and
serjective. Then the following hold.

i. H é(1()20;

i He(y)=H()-HE);

iii. Hno(é):H(é), wheren® = {X};
iv. E<y implies that Hn(é)SHr| (n;
V. E<n implies that H é(1()2Hn(y);
Vi. HT—ln(é):Hn(é).

Proof.
i. Since N(§)<N(y), Hn(é)EO.

i, He(y) = log {2 = IogN(y) — logN(®) = H(y) — H(®).

iii. H(no):O. This together with ii) proves iii).
iv. By proposition 1.3, E<y implies that H(E)<H(y). So by ii) we have,
H,(&=H(&)-HM<H()-Hm=H, (x).
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V.

By proposition 1.3, E&<n implies that H(E)<H(n). So by ii) we have,

HL()=H()-HE=HE)-Hm=H, 7).

Vi.

Since T:X—X is continuous and surjective, by proposition 1.4 we have,

HT I)=Hm). Therefore by i),
-1

H-1, (©=HE-HT “n)=HE-Hm=H, (.

Corollary 2.3. Let &, 1, y be open covers of X. Then Hy¢(y) < min{Hn ), Hg(y)}.

Proof. Since n<nV¢§ and E<nV¢, it follows from ii).

Proposition 2.4. Let &, 1, v be open covers of X. Then HH(Y):HH(§)+H§(Y)'

Proof. By proposition 2.2 ii), we have,
H, ()=H()-H)=H©-Hm+H@)-HE=H, (€)+H, ().

Definition 2.5. Let &, y be open covers of X with N(y)<N(&vy). We define the

conditional entropy by, H(¢]y) = log——=

N(EVV)
N(y)

Proposmon 2.6. Let &, v, 6 be open covers of X. Then

H(Ely) = 0;
H(&ly)=H(Evy)-H(v);
H(Evy[6)=H(E[6)+H(Y|EVS);
H(Evy)=H(§)+H(v|5);

&<y implies that H(E|5)<H(y|d).

By ussing the definition it is proved.

HCEIY) = Tog 5 = logN(g v v) — TogN(y) = HE v Y) = H(Y).
N(EVvv8)

N(§v8) N (9
H(Evyio)= log =55 = log (e FEEe) =H(E)+H(rIEvS);

H(EVY) = 1ogN(E v y) = log (N(®). 552) = H(®) + HOY9);

By proposition 1.3, £&vo<yVvd implies that H(EVS)<H(yVd). So by ii) we
have,

H(&3)=H(Ev8)~H(8)<H(yVv3)~H(8)=H(v[5).

Definition 2.7. Let &, y and 1 be open covers of X with N(&vy)>N(m)N(y). We define
— N(Evy)
Hy Gly) = log =

NMN(y)’

Proposition 2.8. If &, y and 1 be open covers of X. Then
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. H,Ely) = 0;

i, H, Gly) = H(Ely) — H);

i Hyo(Ely) = HGly), where n® = {X};

iv.  H,(EVvyl8) =H(E|8) + H,(YIE Vv 8);

V. H,(EVy) = H(E) + H, (v[9);

Vi. &<y implies that H, (§|8) < H, (v|8);

vii.  If T:X—Xis continuous and surjective, then Hr-1, (§|y) = H,, (§ly);

Proof.
I By definition it is proved.
. — NQ@vy) _ N@Evy) — _ .
i Hy@ly) = log R = 109, — logN() = HEly) — H);

iii. Since H(no)—o by ii) it is proved.

: N(Evyvs) _ N(&vo) N(yvEvs)
— = +
. H € Vyld) = log i) = 109 N * 1o s '_('(il)‘s)
N(vy N(yv _
= +
Hy(vIE v 8)v) - Hy (V') =log—T = = 1ogN(§) + log 7 Lo = H(E)
Hy, (v1%);
V. By ii) and proposition 2.6 v), it is proved.
Vi. Since T:X—X is continuous and surjective, by proposition 1.4, we have

H(T Ln)=H(n). Therefore by ii),
Hr-1, Gly) = H(Ely)—H(T™'n) = H(Ely) — H() = H, Ely).

3 Relative entropy of a continuous function
Proposition 3.1. Let T:X—X be a continuous function. If n, &, are open covers of X.

Then lim,,_,c, — Hy (VA5 T71E) exists.

Proof. Let a, = H, (VI T7i§) > 0.Then
Ho(Vidg ™' T lz) < Hy (VI T78) + Ho (Vi T77%) = a, + a,,

Soa B4pSan*an, VI, P. Hence Iimn_m(,%n exists.

Definition 3.2. Let T:X—X be a be a continuous function. If n, § are open covers of
X. we define generalized entropy of T relative to & Dby

My (T, 8) = 1imy g0 = Hy (VS T71E).

Proposition 3.3. Let T:X—X be a continuous function. If n, & are open covers of X.
Then the following hold.

i. n<& implies that h, (T,y) = hg(T,y);

ii. hp-1,(T,§) =h (T £);
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iii. ~ hyo(T,£) = h,(T,), wheren® = {X};
iv.  h,(T,§) <h(T.9).

. n<& implies that VI T-in <vR ! T-iE, n > 1. So by Proposition 2.2(V)
it is proved.
ii. By definition 3.2 and by proposition 2.3, are implied.

iii. Because n0<n, by i) and iii) we have, h,(T,8) < h,o(T,8) = h(T,¥).

Definition 3.4. Let T:X—X be a continuous function and n be an open cover of X.
The generalized entropy of T is defined as h,(T) = suph,(T,§) where the
supremum is taken over all open covers of X.

Corollary 3.5. Let T:X—X be a continuous function and &, n be open covers of X.
Then
i, n<¢& implies that hn(T)zhé(T);

i he1 (T)=h, (T);
iii. hno(T):h(T), where n° = {X};
v.  h (T)<h(T).

Proof. By definition 3.4 and Proposition 3.3, it is proved. Also see [10].

Corollary 3.6. If T:X—Xis a continuous function. Then h(T):supnhn(T).

Proof. By corollary 3.5(iv) we have hn(T)sh(T). So, supnhn(T)Sh(T). On the other
hand by corollary 3.5 iii), h(T):hno(T)ssupnhn(T). Hence h(T):supnhn(T).

Proposition 3.7. Let T:X— X be a continuous function. Then
i, hn(id)=0;

. k
. For k=1, h_(T")=kh_(T).
i Forkz1,h, (TX)=kh, (T)

I. By definition we have, V- T-ig =, for any neN. Hence,
: : L n-1T-i
hy(id, &) = lim~H, (V5 T7) = 0.

n—oo

ii. Let & be an arbitrary countable partition. We have,

. 1 Iy _
g (TS T78) = Him = H, (Vi (T4 (vig 779))
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= lim = Hn(v Vi) T-dHD)

n-o N

1 ,
- rgggﬁHnmz«al "

= khn(T.E)

So, kh,, (T) = ksupgh,, (T, &) = supgh, (Thvit T-iE) < supgh,, (Tk &) =
h, (T¥). Since, § <V T~igwe have, h, (TX,E) < h, (Tk Vi T-ig) = khn(T'E)'

4 Conclusion

This paper has defined a generalization of topological entropy of a continuous
function on compact space with open covers. We expressed the relationship between
this new concept of entropy and the classic topological entropy [10].
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