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Abstract

The purpose of the present study was to estimate monthly average Nitrogen
Oxides in Rayong, Thailand, using multiple linear regression analysis to build
the multiple regression equation with dependent variable, Nitrogen Oxides
(NOx), and independent variables, wind speed (WS), wind direction (WD), air
temperature (AT) and relative humidity (RH). The results of this study found
that the multiple linear regression equation for estimation monthly average
Nitrogen Oxides in Rayong was NO,= 12.5+13.61WS—0.000057WD -
0.103RH’ with standard error of estimation 1.81049 and adjusted coefficient of
determination 0.559.
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Introduction

Nitrogen Oxides (NOx), one of air pollutants, consists of Nitrogen Dioxide (NO-),
Nitric Oxide (NO) and Nitrous Oxide (N20). NOx is produced from combustion at
high temperature, such as industrial waste fuel combustion, burning wood, burning of
natural gas, the exhaust of motor vehicles, combustion plant, and then released to the
air. Breathing high level of NOx may cause respiratory disease, bronchitis and
emphysema, cardiovascular diseases, swelling of tissues in the throat and skin
irritation. High level of NOx entering environment may burn skin or eyes when
contact and lead to smog conditions when react with sunlight [1].

High level of NOx is one of the problems in Rayong, a delightful seaside province
in urban areas on Thailand's eastern Gulf coast, because there are a lot of industrial
estates, such as Mabthabut Industrial Estate, Eastern Hemmarat Industrial Estate,
Eastern Seaboard Industrial Estate, Industrial Estate Rayong, etc. These industrial
estates release air pollutants to the environment leading to air pollution. Although
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NOx is one of factors causes occurring air pollution, there are various meteorological
factors [2][3]. The present study purposes to estimate NOx in Rayong to reduce the
one of factors effect to the air pollution using the multiple linear regression (MLR)
analysis.

Materials And Methods

NOx and meteorological factors, air temperature, wind speed, wind direction and
relative humidity [3][4][5], were collected from Air Quality and Noise Management
Bureau, Pollution Control Department, Thailand since June 2009 to May 2014.

Checking Relationship Among Factors
For checking relationship between NOx and meteorological variables, the correlation
coefficient (R) is computed following Equation 1 [6].
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Generating The Multiple Linear Regression Model

MLR is one of many techniques widely use to analysis multivariate variables. In this
study, there are 5 variables which are one dependent variable, monthly average
Nitrogen Oxides (NOx), and 4 independent variables, monthly average wind speed
(WS), monthly average wind direction (WD), monthly average air temperature (AT)
and monthly average relative humidity (RH), were used for generating the MLR
model in Rayong following Equation 2;

NOy = By + BIWS+ BoWD + B3AT + B4RH + ¢ 2

where ¢ = error of the regression model.

Considering The Best Multiple Linear Regression Equation
The best subset method is used for generating the appropriate MLR equations then
considering the best equation by Mallows’ C, [7], standard error of estimation (S) and

adjusted coefficient of determination(Rgdj). Then the fitted equation is tested by F
statistic.

Checking Multiple Regression Analysis Assumptions

After selected the fitted MLR equation, checking assumptions of multiple regression
analysis is consequently tested; (I) normality of the error distribution with Anderson-
Darling statistic (AD) [8]; (Il) independence of the errors with Durbin-Watson
statistic (DW) [9]; (1) homoscedasticity of the errors with Breusch-Pagan statistic
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(BP) [10]; (1V) multicollinearity among predictor variables with Variance Inflation
Factor (VIF) following Equation 3;

(VIF) ;i=12,...,p-1 ®)

i {_R2

1 RJ
where Rj2 be the coefficient of multiple determination with independent X;
regressing on the p—2 other independent x variables in the model (p be the number
of predictor variables). If checking all assumptions is not satisfied, another MLR
equation will be considered by suitable Mallows’ C, or the equation will be adjusted
by Box-Cox transformation method [11] until all assumptions will be met.

Validaiting The Multiple Linear Regression Equation

The observed data (OBS) and the estimated data (EST) are compared by time series
plot and scatter plot. Then the percentage of error (PE) is computed following
Equation 4.

PE = MMOO% 4)

Results And Discussion
The highest negative correlation coefficient between NOx and WS was found with R=

—0.648 (P-value=0.000). Moreover, all correlation coefficient between NOx and all
independent variables was negative.
According to the best subset method, WS, WD and RH were selected to generate

the MLR equation with Mallows” Cy= 3.1, S=1.8098 and Rgdj =0.559 which was the
same previous studies [1][2][3][4][5]. And the regression equation was as Equation 5
with the test statistic F=25.95 (P-value=0.000).

NOy =34.413-6.777WS—0.016 WD —0.12RH (5)

After obtained the appropriate equation, the assumptions was consequently
determined; (I) normality of the error distribution was tested with AD=0.922 (P-
value=0.018) so the distribution of error was a significant normality, (II)
independence of the errors was calculated with DW=1.202 compared with critical
value (D =1.317) so the errors was not significantly independent then the Box-Cox
transformation was used and the MLR equation was regenerated as Equation 6 with

$=1.81049 and R%;=0.559;
NOy = 20.248+13.584WS' - 0.00005654WD’ —1.781RH’ 6)

where WS' =1/ WS, WDS =1/WD and RH'=+RH with the test statistic F=25.91
(P-value=0.000). Then the assumptions were reconsidered following; (I) the
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distribution of error was significantly normal (AD=0.980, P-value=0.013), (II) the
errors was significantly independent (DW=1.345, D, =1.317), (l1l) homoscedasticity
of the errors was tested with BP=2.477 (P-value=0.1155) so the variance of error was
significantly constant, (IV) VIFs were illustrated by Equation 3 for checking the
multicollinearity and the results showed that there was no correlation among
independent variables in the MLR equation

(VIRys =1.3, VIRyp =15 and VIFg,y =1.3) [12].

After validated all assumptions, then graph of time series between the OBS and the
EST were plotted to compare as Figure 1(a) and scatter plot was created as Figure
1(b) with R=0.762. Moreover, the PE was calculated by Equation 4 and the result
showed in Table 1. The PE values ranged from 1 to 10 with 17.97%, 11 to 20 with
10.54%, 21 to 30 with 18.89%, 31 to 40 with 32.91%, 41 to 50 with 8.78% and 51 to
60 with 10.92%.

Time Series Plot of OBS, EST Scatterplot of OBS vs EST
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Figure 1: Comparison between OBS and EST in Rayong; (a) Time series plot, (b)
Scatter plot

Table 1: Percentage error of Equation 6

Year Month OBS EST PE Year Month OBS EST PE Year Month OBS EST PE
2009 6 8.00 9.81 2268 20116 7.12 8.28 16.30 20136 10.69 1155 8.04

7 10.00 1043 4.33 7 5.98 8.86 48.04 7 1212 11.26 7.09
8 12.00 11.52 4.04 8 9.75 10.527.95 8 9.66 10851229
9 12.00 11.32 5.63 9 10.83 10.54 2.67 9 13.82 11.88 14.07
10 17.00 15.77 7.25 10 1152 1224 6.24 10 1468 17.07 16.32
11 12.00 1245 3.74 11 12.88 12.78 0.77 11 1457 1528 4.85
12 17.00 12.94 23.90 12 1227 12.96 5.68 12 11.81 14.0518.97
20101 1598 1249 2184 20121 1831 13.7824.72 20141 18.05 17.23 4.53
2 11.74 10.24 12.80 2 1116 12.3110.22 2 1154 11.30 2.08

1347 10.99 1843
10.08 9.83 2.50
1151 10.78 6.32
10.70 9.90 7.52

7.92 12645961
7.23 11976545
8.45 10392291
8.21 9.37 1416

11011087 1.24
11.33 11.39 0.55
1140 1144 0.30

o~ W

o O W
o O W
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7 1147 1041 9.23 7 11.30 10.17 9.99
8 11.23 10.88 3.09 8 921 998 843
9 11.08 1155 4.25 9 1141 10.755.79
10 10.83 10.70 1.23 10 14.86 14.830.18
11 9.13 1234 3517 11 16.67 16.26 2.44
12 1252 1281 2.32 12 16.90 1597 5.50
20111 13.06 1297 0.71 20131 15.68 14.99 4.38
2 1126 1051 6.72 2 13.16 15.83 20.25
3 1152 9.84 1456 3 1154 11.76 1.89
4 13.38 10.29 23.09 4 15.22 13.95 8.36
5 10.17 9.65 5.10 5 12.76 12.44 2.50
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