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ABSTRACT

A new crisp neural network for solving fuzzy linear programming problems is
proposed. Energy function of the proposed network is developed using the
penalty function. The solution obtained by the proposed method is faster and
more accurate. Numerical examples are shown to illustrate the efficiency of
the proposed method.
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1. INTRODUCTION

Optimization plays an important role in decision making theory. In real life situation,
the data obtained for decision making problems are not all precise. Zadeh[25]
introduced the concepts of fuzzy set which is not precise. Fuzzy optimization has been
developed on the basic concepts of fuzzy set theory and classical optimization. Now,
in applied science and engineering applications, decision makers consider
optimization problem in fuzzy environment where it has fuzzy objective function
or/and fuzzy constraints to maximize/minimize the objective function. Based on the
concepts of fuzzy sets by Bellman and Zadeh [2], many researchers (Zimmerman
[26], Tanaka and Asai [21], Shaocheng [20], Ebrahimnejad et al. [5], Ganesan and
Veeramani [8], Jayalakshmi and Pandian[11], Amit Kumar[1] and Pandian[18] ) have
studied linear optimization problems in fuzzy environment.

A neural network approach for solving linear programming (LP) problems was first
introduced by Tank and Hopfield [22] in which a LP circuit on the net was used.
Kennedy and Chua [12] proposed an improved Hopfield and Tank’s neural network
model which is always guaranteed the convergence, but it converges to only an
approximation of the optimal solution. In the literature, many researchers ( Maa and
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Shanblatt [13], Xia [23], Nguyen [17], Malek and Yari [16], Malek and Alipour[15],
Ghasabi-Oskoei et al. [10], Gao and Liao [9], Cichocki et al. [4], Effati and Nazemi
[6] ) have shown interest to solve crisp optimization problems by various neural
network models. Yinzhen et al. [24] proposed a crisp neural network approach for
solving fuzzy shortest path problem based on linear programming. Pehlivan and
Apaydin [19] solved fuzzy LP problems by both simplex method and neural network
approach and also, they compared the results. Effati et al. [7] proposed a fuzzy neural
network model for solving two types of fuzzy LP problems which having either
decision variable or co-efficient is fuzzy parameter but not both.

In this paper, we propose a new neural network model for solving fuzzy LP problems.
In this proposed network, we develop a crisp neural network in which the energy
function is employed with the use of penalty function. We decompose the given fuzzy
LP problem into multi objective linear programming (MOLP) problem and then, solve
the MOLP problem by a crisp neural network.Then, we obtain a solution to the fuzzy
LP problem using the solution of the MOLP. The solution obtained by the proposed
method is realistic, meaningful and applicable. For solving real life LP problems
having more number of decision variables with fuzzy parameters, the proposed neural
network model helps to provide realistic solution to the problem in fast manner and
more accurate.

2. PRELIMINARIES

We need the following definitions of the basic arithmetic operators and partial
ordering relations on fuzzy triangular numbers based on the function principle which
can be found in Bellman and Zadeh [2].

Definition 2.1: A fuzzy number a is a triangular fuzzy number denoted by
(a7,82,a3) where a;,a, and a; are real numbers and its member ship function

Uz (X) is given below:
(x—a)/(ap—) forag<x<ap
uz(x)=4(ag—x)/(ag—ay) fora, <x<ag
0 otherwise

Let F(R) be the set of all real triangular fuzzy numbers.
Definition 2.2: Let (a;,a,,83) and (b;,b,,b;) be in F(R). Then,
() (a,@y,83) @ (by,by,b3) =(a +by,a; +by,85+bs).
(i) (a3,82,85) © (by,by,b5) =(ay —b3,8, —by,85-1y).
(iii) k(ay,a,,a83) = (k& kay,kas), for k >0.
(iv) k(ay,a,,8;) = (kag, ka,,ka), for k<0,

(a1b11a2b21a3b3)1 a >0,
(V) (a,a5,83) ®(by,b,,b;) =4 (ajby,a,b,,85b;), 8, <0,a;, 20,

(a,b,,a,b,,a;5b,), a, <0.
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Definition 2.3: Let A= (a,,a,,a,) and B = (b,,b,,b,) be in F(R), then

() A~B iffa =h,i=123;

(i) A < B iff g <by, i=12,3 and

(i) A = B iff a >b, i=12,3.

We need the following result and definition which are found in Madan M Gupta et al.
[14].

Theorem 2.1: (Lyapunov function method) Let X be an equilibrium point for the

system? = f(x(t)). Let V :R" — R be a continuously differentiable function such

that

() V(X)=0and V(X)>0, VX=X :
(i) V(x) > o when || — o and

. dV(x)
i) ——
(i) it
Then, x =X globally asymptotically stable.

<0 forall x=x".

Definition 2.4: Any scalar function V(x) that satisfies all the requirements of the
Theorem 2.1. is called a Lyapunov function for the equilibrium statex = x”.

3. FULLY FUZZY LINEAR PROGRAMMING PROBLEM
Consider the following fully fuzzy LP problem with m fuzzy equality constraints and
n fuzzy decision variables as follows:

(P) Minimize ¢' X

subject to A®K~ b, X =0, (1)
where,  &jj, Cj 215, eF(R), for 1<i<m all and 1<j<n, gt =(Cj)xn.

A= (@j)mxns X =(Xj)na and b = (1) -

A fuzzy vector X =(Xj)n,q Where xj are in F(R) for all j, satisfies the relation (1) is

called a feasible solution to (P).
A feasible solution X = (X;)n,q to the problem (P) where X; are in F(R) for all j, is

said to be optimal if &' X< €'y, for all feasible § of the problem (P).
Now, the triangular fuzzy numbers ¢, ,X; ,d; and BI are represented as( pj,dj,rj),
(X;,Y;,2;), (aij,bij.cij) and (bj,gj,hj) respectively. Then, the problem (P) can be

written as follows:

(P) Minimize > (p;,q;,r,)®(x;,y;Z;)
j=1
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subjectto
Z(a“, i C) ® (X, y,,2,)~ (b, g, h), forall i=12,...,

(xj,yj,zj)g 0,j=1,2,....m
Now, using the arithmetic operations and partial ordering relations, we construct the
following MOLP problem from the problem (P):

Minimize M, = Zlower value of ((pj,qj, rj)®(xj,yj,zj))

=1

Minimize M, =" middle value of ((p;,q;,1,)®(X;,Y;.2;))

j=1

Minimize M, =" upper value of ((pj,qj,rj)®(xj, yj,zj))
j=1
subject to,

Zmlddle value of ((a;,b;,c,)®(x;,y;,2;)) =g;, forall i=12,..m

j=1

Z lower value of ((aij,bij,cij)®(xj,yj,zj)):bi,for all i=12,...,m

Zuppervalue of ((au, 0 Ci) ® (X, yj,zj)) h, forall i=12,..,m

j=1

M,>M,; Xxj<yj, My;2M,; y;<z;, x;20,V]j =12,...,n

The above MOLP problem can be rewritten in the matrix form as follows:

(M) Minimize M, =C," X,

Minimize M, =C,"X,

Minimize M, :CBTX3

subjectto AX,=B,, C,”X,>C,"X,, X,<X,, AX,=B,,

AX,=B,, C,TX, >C X,, X,<X;, X;20,i=1,2,3.

where X, =(X,....,X,), XZ:(yl,....,yn), X,=(z,....,z,) and C;,C,,C, are the
objective coefficients, A, A,, A are the co-efficient of constraints for the variables
X, X,, X;respectively and also corresponding RHS constant column vectors are
stated as B, B,,B, .

Now, we obtain a relation between the solution of the problem (M) and the solution of
the fuzzy LP problem (P). This result is used in the proposed neural network for
obtaining the solution of the fuzzy LP problem.

Theorem 3.1: If {X{,X3,X3} is an optimal solution to the problem (M), then
X° =(X{,X5,%3) is an optimal solution to the fuzzy LP problem (P).
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Proof: Now, from the construction of the MOLP problem and since {X7, X3, X3} is an

optimal solution to the problem (M), X°=(X{,X3,X3) is a feasible solution to the
fuzzy LP problem (P).

Let Y =(¥1,Y2,Y3) be a feasible solution to the problem (P).

Clearly, {v1,Y,Y3} is a feasible solution to the problem (M).

Now, since {X1, X%, X3} is an optimal solution to the problem (M), we have

T
3

This implies that (C; X;,C; X;,C; XJ) =< (C[Y,,C,Y,,C,Y,).
Thatis, C' ® X° < CT ®Y.

Thus, X° is an optimal solution to the problem (P).

Hence the theorem is proved.

Tye Ty, - ~Tyo T Tye
Cp X1=C1; C, X2<CyY2 and C3 X3<C,VY3.

Remark 3.1: The converse part of the Theorem 3.1. is also true.

4. NEURAL NETWORK

Now, we construct an energy function which can make a neural network related to
MOLP problem. The behaviour and the direction to search out the solution in a
network are claimed by the energy function. For constructing the energy function, we
have employed penalty function method such that the energy function has minimum
at the solution of the problem.

Now, we define the required energy function as,

1 3 k 3 2
E(U) :EZHCiTXiuz +EZ”AXi - Bi||2 +Z(Xi - Xi+1)T ((Xi - Xi+1) _|Xi - Xi+1
i=1 i=1 i=1

where, U =(X;)_,, Xlz(xj), X, =(yj), X, =(zj), j=12,...,n ,k>0.
Note that, from the properties of convex functions [3], we can conclude that E(U) is

convex. We now, develop a neural network model for solving the fuzzy LP problem
using the newly defined energy function E(U) . Now, since the energy function E(U)
attains its minimum at an optimal solution of MOLP problem and E(U)is convex
[12], we have to find the local minimum of the energy function. For finding local
minimum of the energy function by the gradient search approach, we get the neural
network model as given below.

du

— =-VEU 3
" ) 3)

Now, since x—|x|=2(x) , where (x) =min(x,0). The network related to (3)

becomes,

) ()
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B =[0G )+ KA (AX, ~B)+20, = X,) ]
%__[C(C X,)+KAT (A X, —B,)+2(X, — X,) +2(X, ~ X;) ]
%:—[C3(C3TX3)+kA3T(A3X3—B3)+2(X2—X3)]

The above dynamical system (4) can be represented as a network as follows:

I"AlT(Ale —By) — [ |

XU
- R %) <. Z f
20%; —X3)

G, (C2X>) i
2(X; — X3)F
X2 = X
- kA5T (AsX — Bs) Z f e

= C:sT(C:sXH)

Fig.1 Representation of the network

(4)

Now, we prove the stability conditions for the newly defined neural network using (2)

which are ensured the convergence of the solutions in the network:

Theorem 4. 1: E(U)is a Lyapunov function for the proposed network (4) and the

network is globally asymptotically stable in the sense of Lyapunov.

Proof: Now, since k > 0, is an arbitrary positive number, E(U) is a positive for every

u.

Now dE(U) iaE(U) dX

i=1 ax
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- [Cl(ClT Xl) + kAiT (Alxl - Bl) + 2(X1 - Xz)_]'%

dx,
dt

+[Cz(CzT Xz) + kAzT (Azxz - Bz) + 2(X1 - Xz)_ + 2(X2 - Xs)_]-

+[C3(C3T X3) + kAST (Asxs - Bs) + 2(X2 - Xs)_]'%
<0

Therefore, E(U) is a Lyapunov function for the crisp network (4). Thus, the neural

network (4) is globally asymptotic stability at the equilibriumu =u~ in the sense of
Lyapunov.
Hence the theorem is proved.

Remark 4.1: From the construction of the energy function (2), we can conclude that
the proposed network can also be used for solving Multi-objective linear
programming problems.

5. SAMPLE PROBLEMS

We, now present three different numerical examples to show the computational
efficiency of the newly defined neural network for solving fuzzy LP problems. For
solving MOLP problems in MATLAB with the proposed neural network, we use
00de45.

Example 5.1: Consider the following fully fuzzy LP problem:

Max (-1,2,3)® % ®(2,3,4)® X,

subject to

(0,,2)®%, ®(1,2,3) ®X, = (2,10, 24)

1L,2,3)®%X ®(0,1,2)®X, ~(1,8,21)

X, %,>0.

Now, using zero as the initial state for all decision variables, we obtain the following
solution by the proposed neural network model:

X, =(1.0000,2.0035,3.0129) and X, =(1.9920, 3.9876, 5.9779).

The convergence of the solution of the problem is shown below (Fig-2.):
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0 D.I2 D.IA D.‘E D.IE 1I 1 .‘2 1 I4 1 .IB 1 .IEE 2
Fig-2 Convergence of the solution for the Example 5.1

Remark 5.1: The solution of the Example 5.1. by the proposed neural network is very
close to the optimal solution, X, =(1, 2, 3) and X, =(2, 4 ,6) obtained by bound and

decomposition method [11].

Example 5.2: Consider the following fuzzy LP problem:

Max. 2% @ 3%,

subject to

X, ® 2X,=(6,10,12)

2% D1X,=<(4,11,14)

X, %,>0.

Now, using zero as the initial state for all decision variables, we obtain the following
solution by the proposed neural network model:

X, =(0.6692,4.0024,5.3362) and X, =(2.6612,2.9891,3.3208).

The convergence of the solution of the problem is shown below (Fig-3.):

FLPF solution

walue

time

Fig-3 Convergence of the solution for the Example 5.2.
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Remark 5.2: By the proposed neural network, the solution of the Example 5.2. is
very close to the optimal solution, X =(0.67, 4, 5.33)and X, =(2.67, 3,3.33)
obtained by bound and decomposition method [11].

Example 5. 3: Consider the following fully fuzzy LP problem:

Max. (1,2,3)® % ®(2,3,4) ®X,

subject to

(0,,2)®%, @ (1,2,3) ®X,=<(1,10,27)

L,2,3)®X%X ®(0,1,2) ®X,=(2,11,28)

X, %,>0.

Now, using zero as the initial state for all decision variables, we obtain the following
solution by the proposed neural network model:

X, =(1.9974,4.003,6.009) and X, =(0.9948,2.9920,4.9837) .
The convergence of the solution of the problem is shown below (Fig-4.):

FLFF solution

value

0.2 0.3 0.4 0.5 0.6 0.7 0.8 (nR=] 1
Tirme

Fig-4 Convergence of the solution for the Example 5.3.

Remark 5.3: The solution of the Example 5.3. by the proposed neural network is very
close to the optimal solution X, =(2, 4 ,6)and X, =(1, 3, 5) obtained by bound and
decomposition method [11].

6. CONCLUSION

In this paper, a fuzzy LP problem is solved by the crisp neural network. In this
proposed approach, fuzzy LP problem can be considered as a MOLP problem and
then, a neural network is developed using energy function which was constructed by
penalty function for solving MOLP problem simultaneously. Based on the solution of
the MOLP problem, we obtain a solution to the fuzzy LP problem which is realistic
and applicable. We have showed the efficiency of the network by simple numerical
examples. The proposed neural network approach is very much helpful to decision
makers for solving LP problems in fuzzy environment having large number of
parameters.
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