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Abstract

The objective of present study was to build an appropriate model to predict the
monthly average number of Influenza cases (y) in Chonburi, Thailand, by
using a multiple linear regression equation with 27 weather factors; 13
temperature factors, 7 relative humidity factors, 3 atmospheric pressure
factors, 3 wind speed factors and 1 rainfall factor. The study results revealed
that the multiple linear regression equation for prediction the monthly average

number of Influenza cases was 9':0.4+0.007x2—0.026x6—0.002x16+0.020x21

+0.021x23 —0.025x,7 with 0.031 for standard error of estimation and 0.342 for
adjusted coefficient of determination.
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Introduction

According to the Bureau of Epidemiology in 2013, it was found that Chonburi
province had the highest number of cases of influenza in the eastern area especially in
winter. Chonburi Public Health Office began a campaign to decrease the spread of
influenza outbreak, but the epidemic was still progressing. As this such problems
mentioned, the present study intended to fit the model for forecasting the monthly
average number of influenza cases due to the numerous weather factors. The results of
study will be used for making prevention and treatment plan of epidemic and
pandemic of influenza that will occur in the future.
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Materials and Methods

The monthly average number of influenza cases (y) and the 27 weather factors
[1112]13]1[4][5] were collected from Chonburi Public Health Office since 2007 to 2012
for building multiple linear regression (MLR) equation as follows: average
temperature (xy), difference between maximum and minimum temperature of the day
(x2), average relative humidity (xz), average station atmospheric pressure (X4), average
vapor pressure (xs), average wind speed (xg), average rainfall (x;), average
atmospheric pressure at MSL (xg), days of average temperature > 20°C (xg), days of
average temperature > 25°C (xy0), days of average temperature > 30°C (x11), days of
relative humidity > 40% (xi12), days of relative humidity > 50% (x,3), days of relative
humidity > 60% (x14), days of relative humidity > 70% (xis), days of relative humidity
> 80% (x16), days of relative humidity > 90% (xi17), days of maximum wind speed > 5
m/s (Xig), days of maximum wind speed > 10 m/s (X19), days of maximum temperature
> 25°C (xy), days of maximum temperature > 30°C (X1), days of maximum
temperature > 35°C (xp2), days of maximum temperature < 30°C (xp3), days of
minimum temperature > 20°C (Xz4), days of minimum temperature > 25°C (Xz5), days
of minimum temperature > 30°C (xz), days of minimum temperature < 30°C (X27),
Firstly, simple correlation coefficients (R) were calculated to identify relationship
among these factors. Then the MLR equation for prediction the monthly average
number of Influenza cases was generated following model (1)

Y= fo+ P+ BoXo + PaXg + PuXy + PoXs + PgXe + PrX7 + PaXg + PoXg + PoX0
+ A+ ProXaz + PiaXas + PraXua + Pisxis + PreXie + Prrxar + Piskis
+ P1oXag + BaoXo0 + P21Xo1 + BaoXoo + PasXa3 + BaaXos + PosXos + PagXos
+ PorXor +€ 1)
where S =the regression coefficient (1=0,1,2,...,27) and ¢ = error of the
regression model. The best subset method was used to select the appropriate MLR
equation by considering Mallows’ C, [6], standard error of estimation (S) and
adjusted coefficient of determination (Rgdj) . The selected equation was then tested by

F statistic of analysis of variance (ANOVA). After receiving the appropriate MLR
equation, 4 assumptions of MLR analysis were testified in accordance with (I)
Normal distribution of the error was tested by Anderson-Darling statistic [7], (1)
Independence of the errors was examined by Durbin-Watson statistic [8], (111)
Homoscedasticity of the errors was monitored by Breusch-Pagan statistic [9] and (V)
Multicollinearity among independent variables was verified by Variance Inflation
Factor (VIF), VIF;j = 21

1- Rj|others
determination with independent variable x; onthe p—2 other independent variables

, Where Rﬁothers is the coefficient of multiple

X in the MLR model (p is the number of independent variables). Box-Cox
transformation [10] was used when any of these 4 assumptions was violated. Finally,
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validation of the fitted MLR equation was represented by comparing time series
graphs between the observed data (OBS) and the predicted data (PRE).

Results and Discussion

The two highest positive and negative correlations were indicated between y and xi;
(R=0.308, p-value=0.000) and y and xg (R= —0.259, p-value=0.000) which were the
same previous studies [1][2][3][4][5]. The results of the best subsets method showed
that xg and xi37 were selected to generate the MLR equation

§=12848-12.6xg +71.1x7 with the Mallow C, = ~2.1, $=87.147 and Ry =0.215,

The assumptions were tested following; (1) the test of normality was determined with
AD=4.032 (p-value=0.005) so this assumption was not satisfied. Box-Cox
transformation method was used to regenerate y and the MLR was reconsidered by
the best  subset method. The fitted MLR equation was

§’ =0.400+0.00748x, —0.0255xg —0.00181x;g +0.0202Xy7 +0.0214%y3 —0.0254x57

where )”/’:llﬁ. Then 4 assumptions were retested following; (1) the test of

normality was satisfied with AD=0.189 (p-value=0.752), (1I) The test of independence
of the errors was tested by Durbin-Watson statistic value (DW=1.28, DL=1.25 and
DU=1.64) so the errors were independent, (I11) The test of homoscedasticity of error
variation was tested by Breush-Pagan statistic (BP=4.3695, p-value=0.6268) so the
error variances were constant. (IV) Test of multicollinearity: the VIF values of x;, Xe,
X16, X21, X23 and Xp7 were calculated and all values were less than 5 then there was no
relationship among independent variables in multiple regression equation [11]. After
all assumptions were validated, plotting between predicted y (PRE) and the observed
values (OBS) was compared by graph of time series and scatter plot as Figure (1a)
and Figure (1b) respectively. It was shown that the both graphs were closely plotted
with the correlation coefficient 0.635.

Time Series Plot of OBS and PRE Scatterplot of OBS and PRE
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Figure 1: Comparison between OBS and PRE (a) Time series plot, (b) Scatter plot
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Discussion

The factors used to predict the monthly average number of influenza cases in
Chonburi were difference between maximum and minimum temperature of the day
(x2), average wind speed (Xg), days of relative humidity > 80% (xi), days of
maximum temperature > 30°C (X21), days of maximum temperature < 30°C (x,3), days
of minimum temperature < 30°C (x;) with adjusted coefficient of determination

(Rgdj) 0.342 and the standard error of the estimation (S) 0.031. The accuracy of

estimation was shown by comparing the graph between the observe values and the
predicted values from the MLR equation.
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