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Abstract 
 

It has been pointed that most of the accidents on the roads are caused 
by driver faults, inattention and low performance. Increasing stress 
levels in drivers, along with their ability to multi task with 
infotainment systems cause the drivers to deviate their attention from 
the primary task of driving. Hence much emphasis is being given to 
occupant safety. 
This probe study gives a system structure depending on multi-channel 
signal processing for three modules: Driver Identification, Route 
Recognition and Distraction Detection. Driver inattention is assessed 
and an overall system which acquires, analyses and warns the driver in 
real-time while the driver is driving the car is presented showing that 
an optimal human-machine cooperative system can be designed to 
achieve improved overall safety.  
The novelty lies in personalizing the route recognition and distraction 
detection systems according to particular driver with the help of driver 
identification system. The driver ID system also uses multiple 
modalities to verify the identity of the driver; therefore it can be 
applied to future smart cars working as car-keys. All the modules are 
tested using a separate data batch from the training sets using eight 
drivers’ multi-channel driving signals, video and audio. The system 
was able to identify the driver with 100% accuracy using speech 
signals of length 30 sec or more and a frontal face image. After 
identifying the driver, the maneuver/route recognition was achieved 
with 100% accuracy and the distraction detection had 72% accuracy in 
worst case. In overall, system is able to identify the driver, recognize 
the maneuver being performed at a particular time and able to detect 
driver distraction with reasonable accuracy. 
 



Pallavi Rodge & Prof. P.W. Kulkarni 

 

1154

1. Introduction  
Although modeling of driver behavior is not new [1, 2, 3], the advanced vehicle 
concepts and human-centered systems have just began to emerge. Active safety system 
is seen as the viable solution necessary to reduce vehicle accidents. In order to reduce 
safety on the roads, current research efforts in In-vehicle systems have three main 
focus areas: In-vehicle controllers, Driver assistance/monitoring systems and 
Environmental risk assessment systems. 

There is a wide range of systems developed to increase safety of vehicles by 
making them more stable and reliable. However a large portion of uncertainty exists in 
any driving scenario because of the Driver, changing environment and their 
interaction. Therefore, the solution for reducing road accidents is only possible by 
making the vehicle ‘aware’ of the driving context (environment, route and maneuver 
type) and the driver status (distracted, neutral, aggressive, drowsy etc.) [4]. This can be 
achieved by analyzing driver behaviour signal including driver inputs (i.e., steering 
wheel angle, steering velocity, brake/gas pedal pressures)[base], vehicle responses to 
driver inputs (i.e., vehicle speed, acceleration and position), and driver biometric 
signals (i.e., eye gaze, eye closure and stress detection)[al n st de]. 

A number of studies have done to make intelligent safety systems. The purpose 
was same but the paths were different. In the center of these developments is a protocol 
that made it all possible to communicate the messages between sensors, processing 
units and actuators. That protocol and system called CAN (Controller Area Network) 
was introduced in early 90s [5]. There is also a negative side to this positive 
transformation in technology. According to the National Highway Traffic Safety 
Administration (NHTSA), in 2005, more than 43,000 people died in vehicle crashes in 
the U.S.A. Estimates from NHTSA also show that 20-30% (1.2 million accidents) of 
all motor vehicle crashes are caused due to driver distractions (using cell phones, 
eating, drinking, entering data into navigation system, etc.) [6].Because of this reason, 
Safety systems have separately made for drowsiness detection based on computer 
vision. 

The remainder of the paper is organised as follows. In the first phase of the project 
(P1), 100 sessions of multichannel driving data has been collected from a 
demographically wide range across 53 participants. Two driving routes in the 
neighbourhood areas of Richardson, TX are chosen; the first route represents a 
residential scenario and the second represents a business-district scenario. 
Fundamentally, these two scenarios are quite different in terms of traffic density, 
infrastructure and attention sources required from the driver. Data collection from both 
routes includes neutral driving and driving under task distraction. For driving sessions 
with distraction, manual secondary tasks (adjusting radio, AC/heater, etc.), cognitive 
tasks (reading road signs, cell-phone dialling Airline flight speech prompted system 
and discussing with the research team member) and driving maneuvers (lane change, 
left/right hand turn) were requested from the driver. This extensive database is 
carefully transcribed to distinguish the time windows of interest (i.e.each particular 
maneuver, the section including the speech with Airline dialog, etc.) and log this data 
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under a developed protocol. The transcribed multi-sensor data are then analyzed using 
different state-ofthe-art techniques in speech signal processing, such as Hidden 
Markov Models (HMM) and Gaussian Mixture Models (GMM) for the purpose of 
distraction detection. The results obtained so far have led contributions in three book 
publications [7,8,9] compiling the papers in international workshops under the name of 
DSP for In-Vehicle Systems. 

In this paper, the second phase (P2) of the research will be detailed. In P2, three 
main areas related to driver behavior signal processing and analysis is explored in 
further depth: multi-sensor driver identification, route recognition and reliable driver 
distraction detection. First, the formulated driver identification system is explained in 
detail. It utilizes video (facial features), audio (speaker-dependent features) and CAN-
Bus cues (driving performance metrics) of the individual drivers. This system can be 
classified as a multi-modal biometric identification system aimed at recognizing the 
driver with the ultimate goal of adapting the car set points and future controllers to the 
characteristics of the driver for safe operation of the vehicle. The second system is 
based on a novel idea of building a route model formed by maneuvers and sub-
maneuvers in the analogy to speech recognizers working on phonemes (sub-
maneuvers), words (maneuvers) and sentence (route) models having a 
semantic/syntactic language model (context of driving and sequence of driving) . The 
third system attempts to detect the distraction of the drivers from the multi-sensor data 
stream using HMMs[4]. 

This paper is organized in the following way: First the background on face 
recognition, speaker identification and CAN-Bus signal processing are mentioned with 
an emphasis on need for multi-modal systems for in-vehicle driver identification. 
Second, data collection vehicle, experimental procedure and corpus are mentioned. 
Next, integration of these three systems is explained in section ‘System Integration and 
Overview’ and then three modules are explained in greater detail in ‘Driver 
Identification’, ‘Route Recognition’ and ‘Distraction Detection’ sections. Finally, 
further work is recommended for this very promising in-vehicle safety system to be 
improved. The contribution of the study lies in combining the existing ideas on 
improving the safety using in-vehicle electronic devices in a system integration and 
mechatronics approach. 

 
 

2. Signal Acquisition and Analysis 
The research area this paper addresses is interdisciplinary and builds on multi-modal 
biometric identification systems employing mainly face and speaker recognition and 
driver characteristics from CAN-Bus. Recognizing the driver robustly despite of the 
adverse conditions of in-vehicle environment such as changing illumination and engine 
noise is very important in adapting the driver assistance and monitoring modules to 
driver characteristics. Here, brief background is given on face and speaker recognition, 
multi-modal bio-metric systems, route recognition and distraction detection to 
understand how these systems can be combined to increase the safety of vehicles. 
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Face recognition is a mature technology in itself and has been used in commercial 
systems in authenticity and security applications. A comprehensive literature survey on 
face recognition algorithms can be found in [10]. The in-vehicle application poses 
extra challenges for face recognition as follows: 

• The illumination changes are dramatic and at significant levels 
• Drivers cannot be expected to stand still for image acquisition therefore system 

should use video sequences for recognition 
• Video sequences contain face images with varying scale, orientation and non-

rigid motion 
• Driver appearance may change over time 
 
Most of these issues are addressed in a probabilistic scheme in [11]. They applied 

still-to-video and video-to-video recognition algorithms incorporating the temporal 
information from the videos in a probabilistic framework. In this paper, our focus is 
not developing the most capable face recognition system for in vehicle application; 
rather we try to include face recognition cues in a multi-modal driver recognition 
system. In fact, we will be only using principal component analysis (PCA) method for 
now as it was applied in [12], since our main focus is to develop a multi-modal system 
for recognition with simplistic modules. Incorporating more robust 3-D, temporal and 
probabilistic approaches for in-vehicle use deserves a separate investigation in its own 
right. 

The second modality of our system is based on speaker identification cues. For a 
comprehensive overview on speaker identification [13,14] is recommended. Here, 
most widely used MFCC will be employed for feature extraction and GMM will be 
used to assess the performance of this simplistic speaker identification system. 

In our system, the third modality comprises several metrics derived from CAN-Bus 
signals comprising mainly vehicle speed, steering wheel angle and brake/pedal signals. 
Use of multi-modal systems for person identification is not a complete novel idea and 
kinematics of gait; key stroke in typing and several other dynamics of motion have 
been used for recognition. Although CAN-Bus signals can be used to derive more 
detailed models of driving models employing control theory, here they will be taken as 
time series representing a particular motion sequence (i.e. right turn, left turn and lane 
change). Using Can-BUS information and fusion with two previously mentioned 
modules is an in-vehicle focused and novel approach to multi-modal person 
recognition in car driving context. There is very little study on CAN-Bus signal 
modeling, however, some promising results can be found in [15]. 

CAN-Bus signals are not forming only the dynamic modality of our recognition 
system, but they are also the information source for diagnosis system comprising route 
recognition and distraction detection. We will be employing Hidden Markov Models 
(HMM) for modeling the maneuvers and detecting the distraction. There is substantial 
successful work on application of HMM in driver modeling [16, 17]. Although these 
previous studies unleashed the potential of HMM in driver behavior modeling there is 



Active Safety Systems Development and Driver behavior Modeling: A Literature 1157 

 

still need for extensive studies including larger databases and more real-world driving 
situations in models in a hierarchical approach. 

It should be also noted that multi-modal person recognition with an in-vehicle 
application has been studied before [18], however, the recognition system has not been 
connected to maneuver recognition and distraction detection modules to improve their 
performances. Therefore, in this paper, we are offering an improvement in the 
performance of maneuver recognition and distraction detection algorithms by 
recognizing the driver in the beginning of the driving session as well as suggesting an 
authorization system as the other researchers suggested. 

 
Data collection vehicle, experimental procedure and corpus 
The vehicle (Figure 1) is equipped to perform multi-modal data collection with signal 
channels including: 

• Videos: driver cabin and the road scene 
• Microphone array and close microphone to record driver’s speech Distance 

sensor using laser to measure the distance between ego vehicle and leading 
vehicle 

• GPS for position measurement 
• CAN-Bus: vehicle speed, steering wheel angle, brake/gas 
• Gas/Brake pedal pressure sensors 
These sensors allow collecting dynamic driving data and some physiological cues 

on driver status in a non-intrusive manner. Since the equipment is visible to the 
participant and there is an experimenter in the car, the collected data cannot be 
classified as pure naturalistic driving data; however, the routes, secondary sub-tasks 
and the scenarios are in good agreement with real driving experience. 

 
 

 
Figure 1: Data collection vehicle and incorporated sensors. 
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The driving scenarios include two different routes: residential and commercial 
areas including right turn, left turn, lane change, cruise and car following segments. 
Each route is driven by each driver twice: neutral and distracted. These routes can be 
seen in Figure 2. 

 
 

 
 

Figure 2: Route 1 (Left) and Route 2 (Right). 
 

UTDrive Corpus includes 40 male 37 female drivers’ multi-sensor driving data 
(each person has three sessions repeated twice giving six sessions in total) and the 
experiments are in continuation to extend the database. It is close to naturalistic driving 
data since the routes and the scenarios are from real roads. However, it should be noted 
as well that it is not completely naturalistic since the driver is aware that he/she is 
being recorded and there is often nervousness due to using the data collection vehicle 
which is completely new to participants. In this investigation a narrow data base 
containing only three drivers will be examined since it reflects the real situation that a 
vehicle may be used by 3-4 drivers but not more. While this restriction makes it easy 
for recognition, it comes with a drawback as well: there is limited data or limited 
number of observations of a maneuver from the same person in our database. 
Nevertheless, despite this limitation with very limited data we will demonstrate that the 
recognition system can help other two diagnosis modules increase the overall 
performance of the safety system. Next session gives the overview of the system 
integration between multi-modal biometric driver identification, route recognition and 
distraction detection modules. 

 
 

3. System integration and overview 
One important concept in mechatronics approach in active safety system design is to 
have the system integration for boosting the over-all system performance simplifying 
the structures. Applying this principle we combine the multi-modal biometric driver 
identification system with route/maneuver recognition and distraction detection 
systems. Individual systems combined here can work; however, the performances of 
the systems decrease due to dynamics of driving and personal differences among the 
drivers. Although systems are trained on a larger database including several drivers, 
the user might have different driving characteristics which would directly affect the 
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performances of maneuver recognition and distraction modules. These problems can 
be alleviated by employing a driver identification system and personalization of the 
system, multi-modal driver identification system authorizes the driver as well as 
loading driver-characteristic properties. The flow-diagram of the system is shown in 
Figure 3. 
 
 

 
Figure 3: System Integration and flow diagram. 

 
In the following sub-sections the individual module development and 

performances are mentioned. 
 
 

Driver identification 
Face Recognition Modality 
Driver identification module uses multi-modal information from the driver: face-
recognition and speaker identification cues are used as primary modality while they are 
connected with and backed up by driving characteristics derived from CAN-Bus. The 
final identification result is a fusion of decision from these three modalities, however; 
first the identification results from individual modalities are given here. First modality 
uses eigen-faces approach employing PCA. Ten images from each of three drivers 
(total 30) are included for training and 5 images are used for testing. In the resulting 
PCA analysis first 19 eigen-values and associated eigen-vectors are selected. Results 
are given for Driver 1 in Figure 4, indicating the reliable weights which give the 
shortest Euclidean distance between the weights obtained from the test and those 
obtained from test signals. 
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Figure 4: Test images weights with 19 eigen-vector subspace, reliable  

weights for driver I: 2,4,5,6,7,8,11,12,16,17,18,19. 
 

Cumulative PCA results can be seen in Table I, there are two failed test images 
from driver which are the cases when driver had a slight tilt or rotation. These failures 
can be easily fixed with a more advanced face feature extraction and classification 
scheme. However, in this application 13 cases of 15 test images were correctly 
classified, which is satisfactory performance for only one modality. The failures can be 
corrected by other modalities easily without applying a more advanced method on this 
modality. 

 
Table I: Cumulative PCA results for face recognition  

module using 3 driver-database. 
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Speaker Recognition Modality 
For developing the speaker recognition module, 8 drivers’ speech signals are included 
in training and testing. The Speaker/driver recognition system consists of three main 
blocks namely feature extraction, universal background model generation and the 
speaker/driver dependent model adaptation apart from testing. Feature extraction is 
front-end processing were distinguishable features of the speech signal are extracted 
and stored in a feature vector. Mel-frequency cepstral coefficients are very widely used 
features in speaker recognition domain. We used 19 dimension MFCC feature vectors. 
The universal background model (UBM) is trained using a large number of drivers' 
speech data (over 20 hrs of speech data) preferably other than the train and test set of 
drivers. The driver dependent Gaussian mixture (GMM) model is obtained by MAP 
adapting the UBM using driver specific feature vector files. An average of around 8 
mins worth of speech data is used per driver to MAP adapt the UBM to train the driver 
dependent GMM. The driver dependent model will then contain only the distribution 
of a particular driver's speech. 3-6 mins of every driver's speech data (feature vector 
files) is used for testing. The data is windowed into various lengths for testing to know 
the best performance of the system with minimal data. Using the log-likelihood scoring 
these speech signals are scored against all GMM models and UBM. The highest scores 
in each row in Table II give the classification result. As can be seen from Table II for 
full length of test data, the highlighted scores represent the highest scores for the 
drivers giving a correct classification rate of 100%. 

The experiments were repeated for variable length of test data to obtain the 
minimum length of test utterance required to recognize the driver. Models were scored 
with 2 min, 1 min, 30sec, 10 sec, 5sec and 2 sec data. The drivers could be recognized 
using the speech signal with 100% accuracy for 30 sec or longer data lengths. 
Reducing the test data further to 10 sec, 5 sec and 2 sec length information leads the 
worst case accuracy dropping to 91%, 86% and 68% respectively. From these results 
we can draw the conclusion that 30secs of speech data is enough to recognize the 
driver with very good accuracy.  

 
 
Table II: Speaker ID recognition test scores using full-length signals (3-6 mins) 
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CAN-Bus Based Driver Identification 
Different from face recognition module, CAN-Bus includes time-varying 
characteristics of the driver therefore can be considered as less reliable. However, this 
modality is crucial for finding the nominal behavior of the particular driver and using 
this baseline to detect the distractions. Here, HMMs are used to model drivers right 
turn maneuvers. For each driver, a separate HMM is trained using only RT signals 
collected from that driver, however, the resultant HMMs are tested with RT maneuvers 
from all the drivers. The maximum log-likelihood of the results are found and 
correspondent HMM is tracked back to find out the identity of the driver. The 
cumulative results of this procedure are given in Table III. 
 
 

Table III: Driver Identification Correct Classification Rates using  
HMMs trained by only CA N Bus signals. 

 

 
 
The results from Table III should be interpreted carefully. For example when 

HMMs for Driver 1 are tested using Driver 2’s signals only 30% of the cases were 
correctly identified as ‘different from Driver 1’, so the rejection rate was very low. On 
the other hand, when the same models are tested with Driver 3’s signals 89% of them 
were correctly rejected. From this table we can see the best performance is observed 
when Driver 2 HMMs are tested with Driver 3 signals; 100% of them were rejected. 
This result is showing that drivers might have different characteristics and this can be 
modeled stochastically, however, they are not necessarily distinguishable in all cases. 
This makes CAN-Bus based module weaker than vision and audio biometrics. 
However, as can be seen in route maneuver recognition and distraction sections, the 
stochastic driver models can be used in those areas with better performance. 

 
Fusion of Audio-Visual-CAN Bus Modalities 
The fusion of the modalities can be achieved at different stages. One option is to 
include the feature vectors from all modalities as a single combined feature vector for 
that driver and then apply a classification algorithm for identification. The other more 
common way is to have the modalities completely separate and combine the 
classification results by using weight factors and belief networks. This process requires 
careful selection of the weights to have the leverage in overall performance of the 
identification system. From the individual performances of the modalities, we can say 
that face recognition and speaker ID systems are the best ones. Since we were not able 
to have satisfactory classification results from CAN-Bus modality, it is not included in 
the identification part. 
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Route/ Maneuver recognition 
In order to develop the maneuver recognition system we use the same HMMs trained 
for each driver individually and test them with different type of maneuvers (lane 
change (LC) in this investigation). We observed that for Driver 1 and 3 a 100% correct 
classification was possible whereas for Driver 2 the HMM was not able to distinguish 
between the maneuvers. The results can be seen in Table IV; when the lane change 
maneuvers are used to test right turn HMMs, the likelihoods decreased which means 
system was able to reject lane changes to be classified as right turns. We demonstrate 
only this example between two maneuvers; however, a more extensive analysis is 
necessary to include more maneuvers here. 
 
 

Table IV: Maneuver Recognition Sample Results for Driver 1 and 3. 
 

 
RT ground truth: -33396.7252, 100% recognition,  
RT ground truth: -21513.2232, 100% recognition 

 
Distraction detection 
As the maneuver recognition system, distraction detection uses the HMMs trained by 
neutral RT signals. Distracted RT maneuver signals (21 of them) are used to test these 
HMMs to see if they are able to distinguish between the neutral and distracted signals. 
The cumulative results are 72%, 100% and 83% correct classification of distracted 
signals for three drivers. 
 
 
4. Conclusion  
This probe study uses a database of eight drivers’ audio, video and CAN-Bus signals to 
develop a preliminary driver identification and monitoring system emphasizing the 
need to make any driver assistance/ monitoring system driver-adaptive. Video and 
audio modalities are used to identify the driversand the individual-specific HMMs are 
used to recognize the maneuver and detect the distraction of the driver. It is strongly 
believed that by using individual-based HMMs, the models of the driing behaviour can 
be more reliable and accurate. 

Driver identification part can be used as verification if the smart keys are deployed 
for security purposes. Identification module is highly static in this sense, however, 
route recognition and distraction detection monitors the driver dynamically during the 
driving session and can help to reduce the accidents if it can be connected to 
preventive active safety systems or warning systems. 
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